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INTRODUCTION

The postural control work during this guarter has re-~
sulted in a working computer model of the stick man. At
the request of OCTA the implications of this work are more
fully explored here than in Progress Report No. 1 (PR 1).
Of some concern to this group is the question posed by OCTA
as to the acceptability of this research to physiologists.

" Obviously this depends on the individual buf we feel that
close relaﬁions are maintained with the latest work in the
field. Here are four specific examples of such relations.

* The Department of'Biology at Oakland is housed in

Dodge Hall of Engineering, Sevefal of the investi~

gators of this team (Hill, Edgerton, Haékell)rare

in daily contact with Physiologists of the department.
Item: Hill and Edgerton are jointly teaching

with the Department of Biology a course in Bioengineering.

1
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Item: Haskell works directly with the depart-
ment on the preparation of slides and interpretation
of resulting holograms in the research described
herein.

* .The Institute of Biological Sciences is housed in
Dodge Héll of Engineering and daily contact is main-
tained. Not only is personnel exchanged but equip-
méﬁt and laboratory space are jointly administered.

* Close relations have been established with neurosur-—
geons at Pontiac General Hospital and joint research
has been initiated in several promising areas.

Thus one may éay that the relations and cross discus-
sions with Biology, Medicine and Physiology are deep and
continuing at Oakland, This specific research effort is
only one of more than a half dozen now ongoing and in pre-
paration. This work is neither an isolated nor singular
example of the close ties with the life sciences we have
' established in the past two years, These comments épply
as strongly to any one of the tasks reported here as to any
other,

~An effort has been made here to illustrate the ties to
NASA goals of Qur‘Bio optics effort. It is believed that
the possible applications will be of significant interest.
One is tempted in judging an exploratory effort such as
this to fall into either of two clichés. If ig's relevant,

why don't I see plans for hardware? If there isn't any
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hardware then it must be basic phyéics and OCTA doesn't
support basic physics. Our response to the first would be
that it is valid research precisely because we are not sure
it will be useful to build hardware. And secondly, there
is an interesting physical principle here which may be ap-
plicable. Our effort is goal oriented in that we attempt
to bring the principle to a control application. The prin-
ciple is not being examined simply because of its intrinsic
iﬁterest.

The work on pattern recognition using coherent optical
techniques is proéeeding’well and certain results are in-
cluded in this repért.

The effort on the human operator control problem has
gone into high gear. Prior to this period Jackson and his
team-were completing work in this area on an NSF contract,
the final report of which is enclosed. Jackson and his group
have no further responsibility to NSF and will be devoting
all their efforts to this OCTA research. We believe that
this arrangement has resulted in a cost effective approach
in which OCTA has had the advantage of taking over a research
-effort at its point of maximum effectiveness and with no

starting transient involved.



MUSCULAR COORDINATION AND MULTI-DEGREE OF
FREEDOM CONTROL SYSTEMS

1. Introduction

In our First Quarterly Progress Report (July 30, 1969)

a set of hand-derived equations for the velocity components of
the trunk, thigh, shank, foot, upper arm, forearm, and head of
the seven element stick.man of Figure 1 was presented. Future
work was to have béen devoted to finding a digital computer
method for reliabily carrying out the formation of the expres-
sions for the kinetic and potential energies and the differen-
tiation operations required to obtain the eguations of motion
using Lagrange's equaﬁions.

This work has been completed, and a digital simulation
based on these equations is now under development. Preliminary
results from this simulation are presented in this report.

- After a short summary of the progress to date under this
contract, the prior work and concepts that form a context within '
which the present research is viewed will be presented, and the
tasks that must be carried out to provide a satisfaétory con-
clusion to this work will be outlined.

An estimate of the areas in which discovery of control
principles useful to NASA seems probable is provided. It is
hoped that this section will serve to clarify the relétionship

of our research to the concerns and goals of NASA/ERC.
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A'more detailed presentation of the symbolic programming
techniques used and the results obtained, followed by an
estimat% of the direction work will take in the immediate

futlire, completes this chapter.

IT. Summary of Progress to Date

1. Derivation of the full nonlinear equations of motion
of the seven-element stick man (Figure 1 and
Figure la) has been completed with the use of a
digital symbolic processing language (FORMAC).

2. Small angle approkimations have been méde leading to
a linearized model suitable for small deviations
from equilibrium.

3. This small angle model has been simulated digitally,
and is producing preliminary results which are being
used to verify the validity of the eqﬁations of motion.
Results from this simulation appear later in this
report.

4. Expefimentation to date has been with an idealized
form of control law, with eaéh joint torqued propor-
tional to the joint angular deflection and proportional

to the joint angular rate. It should be noted care-

fully that we make no assertion that this is the form

of control law actually used by human beings; this
control law is being used merely for convenience in

debugging the small angle simulation.
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Figure la. FORCES AND TORQUES



5. Professor J. C. Hill presented a paper at the 1969
I.E.E.E. Systems Science and Cybernetics Conference
(Octcober 22-24, 1969; Philadelphia) in which the
analysis and the results presently developed under
this éontract were presented. A reprint of this

paper is appended to this chapter.

I1T. Background

In view of the complexity of the nonlinear equations of
motion that have resulted from this analysis, it is desirable
to review the context in which the work is viewed. Accordingly,
the background leading to this particular problem will be dis-
cussed. Next the hypotheses that differentiate this work from
others in the field will be discussed. Finally the broad
outline of this research program in Biomechanics will be given.

Multi-Degree of Freedom Systems

First, it should be clearly in mind that our interest is
in the control of multi-degree-of-freedom systems, and not in
the dynamics of a specific system to be controlled per se. ﬁany
examples of multi-degree of freedom systems of considerable
technological importance can be cited. Businesses receive or
acquire as inputs many types of raw materials, including people;
and produce as outputs a wide variety of finished goods. A
modern petroleum refinery is a dehumanized version of the same
example. A missile guidance and control system receives inputs

from a variety of sensors, including perhaps radars, inertial



platforms, and terminal tracking devices, and is supposed to
coordinate the motion of coptrol surfaces and/or other attitude
controlling devices to steer thevmissile trajectory through a
desired point in space, such as.a target or an orbital insertion
point. Load aﬁd distribution scheduling in a large inter-
connected electrical power generation and distribution system

is a problem of much the same kind.

Therefore, basic control principles and techniques de-
velopedvfor and discovered in one multi-deg&ee of freedom
application have a high probability of finding application in
others.

It is a characteristic of the times that complex control
systems design and analysis techniques, largely developed in
and by the aérospace discipline, are being applied with vigor
in these other areas. The theme of the ‘1962 I.E.E.E. Systems
Science and Cybernetics Conference was the Modeling and Control
of Natural Systems, which various authors construed as meaning
sociélogical systems ("Modeling of Criminal &ustice System
Operations: An Overview" by R. C. Larson, M.I.T.), natural
resource systems ("Herd Management and Moéern Control Theory"
by R. L. Baer, U. of Pennsylvania), learnihg systems, economic
systems, biological systems, political systems ("Urban Political
Simulation" by Whitehed and Smith), pattern recognition, and
acaptive systems.

Although some of these "applications" appeared to this

attendee to be misdirected, as an indication of the leanings of
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a growing segment of the systems science fraternity, the
implication is obvious: modern controls research is being
directed towards the study of more and more'complex éystems
with less and less well-defined performance indices.

Vertebrate Postural Control

It is generally agreed by workers in the field that the.
prime example of successful flexible coordination of a multi-
degree of freedom system is the vertebrate postural control

system, where the term postural control as used by the physiol-

ogist refers to all examples of muscular coordination used to
controi the mechanical position of limbs, trunk, etc. Thus,

postural control refers to skeletal muscle systems as opposed to

digestive musculature,‘the diaphragm, and the like.

It is our basic thesis that much can be learned about the
control of technological multi-degree of freedom systems by
studying the principles that Nature has developed for the verte-
brate postural control system. In addition, the vertebrate
postural coﬁtrol system is worthy of scientific investigation in

its own right.

Overview of Prior Work on Postural Control

A review of the work that has been directed toward the
goal of understanding the human postural control system leads to
the conclusion that the work may be grouped into five areas
(see attached paper by J. C. Hill (Appendix I):

i

*Analytic Representation of the Force—-Velocity Charac-

teristics of Muscle Tissue. [1-8] Aimed toward
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characterizing human muscle tissue as an actuator,
this work dates back at least to 1935, with Milhorn's
account of Houk's work a recent example. This work
has been carried out primarily by bioiogists and
physioiogists, with engineering a relative newcomer on
the scene.

*Physiological Sensor Models. [1, 2, 9-11, 20]

Exemplified by the work of Miery and Young on the human
§estibular system and the work on the muscle spindle
receptor by Houk, Gottlieb, Agarwal, and Stark, this work
is aimed at developing transfer functions for the basic
sensory elements that serve to instrument the human "air-
frame." This area has been developed by and for engineers,

and is comparatively recent.

*Human Operator Studies. [12-19] Although physiological
sensory mechanisms are involved in this work also, the
emphasis is less on modeling the sensory organs than it
is on using such models as a guide to the performance of
the human operator in tracking and other control tasks.
An extensive chain of develobment by McRuer, Graham,
Magdeleno, Shirley and Young, Adams, and Jackson has
served to define and develop this area over the past ten
years. The output of these studies are typically
describing functions explaining the behavior Pf‘the human
operator as a function of amplitude and frequency; hence

a rather abstract view of his behavior is taken based on
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experimental data, and the emphasis is normally on
emperical description of psychological or perceptual
factors rather than on mechanical system properties per
se.

*Quadruped Locomotion. [21-29] A distinct niche in ‘this

grouping is occupied by the work of McGhee and Tomovic.

If an analogy may be drawn to aerospace applications,

the work discussed thus far has been concerned with
control, whereas McGhee has successfully split off a

pure guidance problem from the complex phenomena involved
in locomotion. In McGhee's work, the dynamic aspects of
the problem are suppressed, and concern is centered on

the entirely_kiﬁematic guestion of what configuration
should be assumed by the extremeties as a function of time
if walking, crawling, running, and other gaits are to

result.

*Postural Control. [L, 2, 5] The work of Houk attempts to
integrate the data on muscle force-velocity characteristics
with data on the muscle spindle receptor to develop
equations describing the behavior of an agonist-antagonist
muscle pair acting against a pure inertia load. Houk's
experimentation was carried out on the human wrist rotation
system, and led to the block diagram shown here as

Figure 2.

Muscular Coordination

If one wishes to understand human muscular coordination as
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an example of an exacting multi-degree of freedom control system,
it seems improbable that much will be learned about it from a
study ofiFigure 2 and its underlying processes, for the coordina-
tion involved in the wrist rotation system is of a very rudimentary
sort. The rule might be stated as: Most of the time both the
agonist and the»antaéonist should not both be excited -- don't
push and pull at the same time. The coordination involved is
analogous to that required of the output transistors in a push-
pull audio amplifier. Because the muscles are basically
contractile force-producing elements, they must be arranged in
pairs in order to produce bipolar torques around a joint. Hence

a worthwhile degree of muscular coordination will occur only in

a system with more than one joint to be torqued.

The stick man we are studying has six joints to be torqued,
the wrist rotation system has only one; is there no middle
ground? Yes, there is, and the area is presently being researched
by Galiana, [6], who studies the dynamic aspects of legs in
biped locomotion. The model has two degrees of freedom, the
hip and the knee angles, and is forced by the hip and knee
torques. We felt that repetition of Galiana's work would be just
that, i.e., repetitive, and therefore chose a more complex model,
(which, however, we are attacking from a somewhat different
direction with different goals).

Thus Galiana's and our work may be characterized as an
attempt to generalize the work of Houk in two directions -~ first,

increasing the number of joints, and second, extending the load
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operated on by the joint musculature away from Houk's pure
inertia assumption towards more realistic load dynamics -- in
particular, to a manageable segment of the human frame, all in

the hope that something can be learned about the principles of

muscular coordination from analysis of the resulting models.

Dynamics of the Human Frame

The implicit assumptioﬂ underlying the desire to study
the complex model of the human frame proposed is that if insight
is to be gained into Nature's principles of muscular coordina-
tion, some appreciation of the control problem she faces must
be acquired, i.e., we must study the dynamics of the systems
Nature controls so well. It seems unlikely that she would
develop a sophisticated control principle that we would find
useful in tééhnological multi-degree of freedom systems in order
to position a pure inertia load.
Tasks
In carrying out this study, we propose to follow a systems
appréach to the control of a complex dynamics system, which may
be divided into the following three basic steps:
1. Derive the equations of motion, transfér functions,
etc., of the basic system to be controlled;
2. Augment this model with a mathematical description
of the sensors to be used to measure certain aspects
of the state of the system (e.g., feedback pbts,
tachometers, inertial platforms, etc.)
3. Investigate ways to control the system utilizing

the signals provided by the sensors.
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Step 1: Basic System Dynamics

It is instructive to examine what one has achieved after
completion of each of the above steps. Treating the joint
angles and their derivatives as state variables Xy and the joint
torques as yet to be specified inputs Uy the equations of motion

would be of the form

(L

M.
i
th
~~
3
g

in standard state variable notation. Given a time history of

the muscle torques

u = u(t) (2)

the motion of the system in response to those torques can be
predicted from the solution of the highly nonlinear equatioﬂ (1).
However, the model of equation (1) cannot be experimentally
compared with reality, for it is difficult to get a human

subject to respond in a controlled torque manner, particularly in
nine degrees of freedom. In the human,»the muscle torgues are
not prescribed or controlled as explicit functions of time as

in equation (2), but are determined implicitly by the form of
unknown control laws, whose nature it is the purpose of our

study to determine. The results of step 1 only do not appear

directly verifiable experimentally without resort to drugs and/ox

surgery.



17

Sﬁep 2: Sensor Dynamics

Moving now to step 2, a great deal of information on the
sensory |mechanisms available to the human control system has
been developed by other workers. Houk's work on the stretch
reflex [2] and the work of Gottlieb, Agarwal, and Stark [11l] on
stretch receptor models provide a satisfactory indication of
the basic properties of joint angle sensors; the basic conclusion
is that (from Gottlieb, Agarwal, and Stark) the form of the rate
of afferent nerve firing X is related to the muscle spindle

receptor length X A and force FM by a transfer relation of the

M
form
s + a ' 1
X =k X + K. F (3)
Lisafisrg M 2 s+iyes+io
1 2 1 2

From guick-stretch experimental data on cat muscle the paraméters

in equation (3) were reported as

83.4(s + 3.55) . . 3200 P (4)

X= T+ 18201 (s + 16.7) “m ¥ (s ¥ 182) (s ¥ 16.7) Tm

The presence of the zero in the first term of (4) is of interest,
for it indicates that at low frequencies the rate of nerve firing
is proportional to a linear combination of muscle length and rate
of change of muscle length; extrapolating to what would be
expected as the net effect of an agonist-antagonist muscle pair,
we would expect feedback signals proportional to joint angular

rate. The muscle spindle receptor is a tachometer of sorts. We
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make the assumption, based on its reasonableness from a control

systems point of view, that each joint in the human postural

control system is instrumented by a sensor whose equations are

of the form of equation (3); the gains and time constants may

vary from joint to joint, but the form is invariant. There
appears to be no direct physiological data supporting such a
gross generalization, nor is there likely to be in the reasonably
near future.

Turning now to sensors measuring dynamic variables of a
higher order, the work of Miery and Young [9, 10] on the human
vestibular system provide basic information on the primarily
inertial quantities measured by this apparatus and the transfer
functions from sensory‘inpht to sensory output. The result is

that the semicircular canals measure angular accelerations along

three mutually athogonal axes, and that the otolithic organs are

vectorial linear acceleration sensors.

Finally, the information provided by the visual sense must
be integrated into the control system; what little direct
knowledge (from the controls point of view) is knqwn about this
subject is reported by Miery, with fringe benefits occurring
from scattered statements in the human operator litexrature.

The parallels between the types of sensors we have dis-
cussed here and their aerospace eguivalents is striking; the
challenge now is to infegrate their outputs into a control system
capable of mimiqking some non-trivial aspect of human behavior.

Assuming now that step 2 has been completed, we are now in

possession of a mathematical model of the following form:
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x = £(x,u) (5)
12 = g_(>~<,}:§,13) (6)

Equation (5) describes the plant dynamics; equation (6) describes
the sensory dynamics, and we therefore have a completely
instrumented "human" at our disposal. The stick man dynamics

has provided a framework within Which the available sensory
dynamic knowledge can be interpreted; the muscles torgque the
frame, the frame responds, and depending on its motion, the

sensors provide outlets.

Step 3: The Control Law

What is now missing is step 3, the real object of our

research: a control law that will make the muscle torques, u,

dependent on the sensor outputs y and a statement (in some as

yet unknown form) of what the system is to do. This last, a
genefalization of the command input in a conventionél control
system, appears to be a real conceptual difficulty at the present
time. How does one instruct the simulation to stand, lift, walk,
jump, sit, or do deep knee-bends without over-structuring its
responses? It is proposed to attack this problem graduvally,
beginning by asking the system to recover its balance from an
initially disturbed position, and progressing to more complex
tasks as more is learned of the system's behavior from its

performance on lowex level tasks.
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The basic point is that completion of steps 1 and 2 have
provided a computer simulation that can predict the consequences
of any hypothesized form of control law. Simulation of a pro-
posed law will yield results that are directly comparable with
experimental data taken on human subjects performing the same
tasks, affording the opportunity to iterate the control law to
improve agreement.

As long as the experiments performed may be directly com-
pared with experimental data, our model will be "kept honest"
in the most direct way possible: agreement with the system
being modeled.

Control Principles

At the present sfage of this research, it is impossible to
state with any degree of certainty what control principles will
result from the studies. However, a few possibilities appear
probably enough to warrant further discussion:

*Load Relief: A basic property of the human postural

controlrsystem is that on occasion it quits trying. If, in
attempting to carry out the desired maneuvers, it is in danger
of damaging the muscle and/or bone structures involved, sudden
relaxation results. This "live to fight another day" strategy
is not commonly encountered in technological control systems,
whose performance is more usually limited by available power
limitations rather than by structural strength limitations.
Three exceptions, however, are modern high-performance aircraft,

where g-limiting is used; large flexible launch vehicles, where



21

the control system may function in a bending stress alleviation
mode during part of the boost phase; and remote manipulation and
exploration machines, where single-minded performance of a
specified task by brute force may be disastrous if unexpected
obstacles are encountered. All three of these examples are
clearly of interest to NASA. How, for example, can one design
into a lunar exploration vehicle the ability to decide to roll
down (tumbling) a ravine and.then get up at the bottom as opposed
to fighting desperately to remain upright at the cost of
fracturing some critical element? Although rather far away in
terms of present knowledge, understanding of this complex
extrapolative decision process is a worthwhile eventual goal.

*Anticipation: Cursory examination of the simplest common

examples of muscular coordination lead to the conclusion that

anticipation is intimately related to load relief. A child

jumping off of a chair learns that it must not hit the floor in
the completely erect position —-- unacceptably large stresses
resuit if it does. Therefore, sometime prior to impact, the frame
tends towards an "everywhere bent" configuration that the child
has probably learned from experience minimizes something —-- the
index of performance may be "minimize energy expended subject to
the constraint of survival", or some related criterion. At the
instant of impact, the legs are already being drawn toward the
trunk in an effort to control the peak loads exerted on the feet

and toes; i.e., the forthcoming impact is anticipated, not purely

responded to. The interesting question is through precisely
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what senses this is carried out -- visual, tactile, or inertial,
or perhaps a nontrivial combination of the three -- clearly
interesting and informative experiments comparing simulation
results to real data could be carried out along these lines.

*Sensory Deprivation: In any given experiment, the

simulation may easily be deprived of one or more of its sensory
channels, and predictions of the effect of a corresponding loss
on the human (perhaps an astronaut) could be made. Certain of
these results could be easily verified experimentally. At
least the visual system may be easily inactivated in a human

subject.

*Incipient Tipping: A person, asked to remain erect at
a given location, is given a series of harder and harder pushes.
For weak pushes he is able to keep his balance without moving
his feet, but as the inteﬁsity of the pushes increase, a point
is eventually reached where he takes one or more hops forward
(assgming a feet together constraint is imposed), regains his
balance, and hops backwards to the desired spot. If obstacles
are present, great versatility in the length and trajectories
followed during each hop can result. This is an extremely
interesting behavior pattern; it could have great applicability
to off-road vehicles, in particular. Again, on what senses does
this capability depend? Can it be mimicked to a lower but still
technologically useful level?

All of the above-mentioned non-classical control problems

may be studied via the approach presently being followed. In
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the next section, progress in carrying out the indicated program

will be presented.

IvV. Progress

As indicated in the First Quarterly Progress Report,
expressions for the kinetic and potential energies of the stick
man of Figure 1 become so complex that reliable hand calculation
of these expressions becomes hopeless. Preliminary study of
severalvcomputer programs indicated that the FORMAC pre-compiler
for PL-1 could carry out the required symbolic manipulations.
An IBM 360/65 with this pre-compiler as part of its program
library was located at the General Motors Technical Center in
Warren, Michigan. This computer was equipped with one million
bytes of rapid access core storage, and surprisingly, it turned
out that the present problem required it all. Symbolic algebraic
processors apparently need fantastic amounts of core.

The FORMAC program we developed (see Appendix II) carried
out all the operations needed to derive Lagrange's equations in

the form

d (3T 3V AV .
(3 - —— = 7
dt (aq ) aql + aql Ql 1 1,2,...,9 (7)

including:
1. Generation of analytic expressions for T and V.
2. Analytic partial differentiation of these expressions

“to generate
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e , £— , and &¥— .
94y " 8qy 945

3. Analytic total differentiation of the expfession

3T
3¢ .

i
d (3T
dt 9a; /-

The generalized forces Qi were derived by hand calculation.

with respect to time, generating the term

The FORMAC source program (see Appendix II) was over 300
statements long and produced 200 pages of symbolic output;
therefore, the outpﬁt will not be included in this report, but
will be provided upon request.

in order to communicate what this program does, a simpler
example utilizing the same approach will be presented.

EXAMPLE: We desire the equations of motion of the double
Figure 3 in terms of the generalized coordinates 617 05 -

For this simple problem, the potential energy may be written

as

vV = (Ml + Mz)glg - (Ml + Mz)glg cos 61 + Mzgzg - Mzgzg cos(el + 92)

(8)

The velocity of mass 1 is
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i

where ué is a unit vector in the increasing 64 direction.
~01 ‘
The velocity of mass 2 can be expressed in terms of the

Velocit% of mass 1 by use of the relative velocity theorem as

= v, + £.06.u

~2

where Ug is a unit vector in the increasing 6, direction. The
~9, v

addition indicated in (10) is a vector sum; since v, as given
by (1) and the second term in. (10) are not expressed in the same
coordinate system, the relation between the coordinate systems

must be specified, viz:

Uy = ug cos 92 - Uyp Sin 62 (11)
2 1
Zgp T Bg, 5P 9y * Uyg ©oS 9, (12)

where Uyp and USB are unit vectors directed as shown in Figure 3.
The FORMAC program of Figure 4
1. Sets up V

2. Calculates vy (VELM1)

3. Enters the relation between the coordinate systems¥*
4, Evanuates Vo (VELM2)
5. Computes v and 3V_ (DVT1 and DVT2)

361 862 , ,

*Note that besides working with symbols, FORMAC is also manipula-
ting vector expressions, neither of which a computer is commonly
considered able to do.
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6. Evaluates T (KE)

7. Evaluates L and 9T (DTT1 and DTT2)
96 96

8. Evaluates §$~ and_{%_ (DTDT1 and DTDT2)
361 862

9. Specifies %} QZ’ él' éz as functions of time

10. Evaluates & aE (———) and $- (23) (DTDTIT and DTDT2T)
t at
29 ae
1 2
11i. Adds %E (Eg—) ' 33— , and %%— to get Qi.

i
Output from this program is presented on next two pages.

All intermediate results have been dumped, and the final answers

appear as the last nine lines of symbolic output. We have

1 [}
SIN ( THETAL ) G L1 M1 + praral (). (T) L1° ML + SIN

e T i VD T O . s s P rne e T s BTN bt iy Mt WA W e T G W e S s e i T s S ot MY e S i W e MO et s o s P ey e e AR ot S e e M L L

( THETAL ) G 11 M2 - THETA2Y) . (T ) SIN ( THETA2. ( T )) DTHTA2.

o St et b s St PO e s T s e R TS e it PO g v St (M e A e A e O B Mt e s T e TN G e i MR s s ot e Bt W g T et et i e i T e S i W o g

(T) L2 L1 M2 + DTHTAZ(l). (T) COS ( THETA2. ( T) ) L2 L1 M2

Otk M s e s Pl W B i et G S rmt i e VT i (o i WA et B SAR mas e S Bt T s ot e T ey e e e e B e et P s ST e i ot P med s e T kM e G Wt an o —

+ SIN ( THETAL + THETA2 ) L2 G M2 + praTal Y. (7)) 112 M2

T W s et e e Tt R P BTS kt t d Ste C Aen Bk S A St $aoe AR Mt bt SV (o o o S b i e T s I i it ot T ot At . S0 e S . e i s BEE s e S S WS v - —

0
o
1

(1)

. —— > e B0 Dt i S B ST s it e T e et S i o e e R G S e e Bt T ke e W oy e T ot S s s T e D i e s W T e e A e

SIN ( THETA2. ( T ) ) DTHTAl. (T ) L2 L1 M2 + DTHTAl(l) . (T)

S e s it e e S e Se Bea KT e i Masd e Ty it o ke e S S ot ot e e o s T et M Sy S i TR g B i ) P i iy Ao o T o et W R At Bt o i g T ot iy S VA A e g e

COS ( THETA2. (T ) ) L2 L1 M2 + SIN (THETAl + THETA2 ) L2 G M2

e 2 s > it BT S o e e S s s mite P i G B 4t Me WO S e i Sk B ety S s T o s SR B T e et e S T s sy G R W e e o i A TR G e o o et = gy s

+ prataz‘Y . (T ) siN® ( THETA2. ( T ) ) L22 M2 + prHTA2 (D)

ot St o e o o o A (v et S e i s P e Matn e B S SR mrme (v i W i T e T VTR s et o R s ™V s s oo T e i v od e A oy S et S v e St g

(T ) COS™ ( THETA2. ( T ) ) L2™ M2
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et i e e e s mm e e

_INPUT TO FORMAC PREDROCESSOR

PENDU: PROCEDURE OPTIONS (HATN) ;

" FORMAC_OPTIONS;

¥,

"OPTSET(LINELENGTH=72) ; OPTSET (PRINT); OPTSET (EXPND)3; i
/% X/
/* ENTER POTENTIAL ENERGY [0
/% */
' LET(V—(M1+M2)*L1*”—(M1+M2)*L1*G*COS(THETA1)); - -
LET (V=V+M2*E2%G-M2*L2*G*COS (THETAT+THETA2)) 3
/* , */
/¥ ENTFR VELOCITY OF "ASS 1 S
/* */ -
LET (VELM1=DTHTA] *L1¥UTHTAYY: e - '
LET (UTHTA2=UTHTA1%#COS (THETA2 ) ~UMB*SIN(THETA2 )) s
LET(USB=UTHTA1*SIN(THETA2 ) +UME*COS (THE Y)Y o
/* . */
/% FIND VELOCITY OF MASS 2 USING RE VE VEL, THEORM */ ~
/* */
LET (VELM2=DTHTA2 *L 2% UTHTA2+VELM1) 5. o o
¥ X ; , TR T Ry
/% __DV/Q1T ' ~ Y
/% X/ )
LET (DVT1=DERIV(V, THETA V)3
LET(DVT2=DERIV(V,THETA2 1) h '_,_
/% . xy
/% KINETIC ENERGY */ .
/* ' . Y
LET (KE=1/2%M 1% (COEFF (VELM1, UTHTA 1) **¥2+COEFF (VELM1,UMB) #%2)) ;
LET(KE=KE+1/2%M2% (COEFF(VELM2,UTHT A1) **2 +C OEFF(VELAZ UMB)**Z))'
i %/
- /* DT/0QI _ */
/¥ - */ .
LET(DTT1=DERIV(XE,THETA1 1) 3 ‘
. LET(DTT2=DERIV{(KE,THETA2 1) s
SEo */
. . _/* DT/QIDOT X/
iR § %/
LET (DTDT1 =DERIV(KE,DTHTA1 ) . .
LET (DTDT2 =DERIV{KE,DTHTA2. )) s
1ET(DTDT1=REPLACE{(DTDT1,DTHTAY,DTHTA1, (T) ,DTHTA2,DTHTAZ, 1)
TLET (DTDT1=REPLACE (DTDT1,THETA1,THETA1, {T) ,THETA2, THETA2, (T))) 3
LET(D”DTZ SREPLACE(DTDT2,DTHTA1,DTHTA, (T) ,DTHTA2,DTHTA2, {T))) 3
ET (DTDT2=REPLACE (DT DT2, THETA1, THETA1, (T) ,THETA2, THETA2. (T}))35 -
/* ok
“7j% D/DT OF DT/QIDOT ; Y,
/* ‘ - g i RS
LET(DTDT1T=DERIV{DTDT1 «T)) 3 ' e T
. LET (DTDT2T=DERIV (DTDT2 «T)) 3 B )
Lk ‘ x/ 7
T ¥ 7%  EQUATIONS OF MOTIONS (KL
% ' e
LET (Q1=DVT1-DTT1+DTDTIT) 3 __ -
LET (02=DVT2~- DTT?+DTDT2T}, 3 . . -
_END PENDU; - I

Figure 4. FORMAC Program to Generate Eguations
of Motion of Double Pendulum.
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leading to the equations of motion

2 2 se e . - 2
7121 + lel 61 + ZlﬁzMz coseze2 - 81n8262

(13)

+ Ml + Mz)ﬁlg s;nel + lezg sin (el + 62) =0

2 e ) . L3 » o
M222 62 + szlkz 005626l - M2£l£2 616 s 5 - 6162
51n62 + M222g 51n(61 + 62) = Q2 (14)

Following this procedure on the seven element stick man
leads to a complex set of egquations. We have calculated these
equations completely, but they do not appear amenable to straight
forward machine solution at the present time (basically because
they are prohibitively long.)

However, if small angle approximations are made and only
terms in the first power in each state variable are kept, the

resulting linearized equations may be put in the form,
AX = Bk + Cx+Df + ET + V (15)

where
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V = G L1 M1 - COS ( THETA1) G L1 M1 + G L1 M2 - COS {( THETA1 ) G L1 M2

- — - —— A - - A b AP P S T D D M G Ve NS A e W A B AR W T W M ey TH w ah W T U W A A D D VAR NP e M A A S D RS S W W MY s e W At e s e

vV =6 L1 M1 - COS { THETAY1 ) G L1 M1 + G L1 M2 - COS ( THETA1 ) G L1 M2

. . A . A . T WS N W R S e S M k= P WD VeR AP B G n A R . - . VGD > W W nes Mas W AR LR M OGN M W D AN D G e AW e e s T B . - G Al Vb AR - o v -

. A . N A - - N - D D o S T WD - W W N - —

- S W R A A A A D S W - - A b O

JTHTA2 = COS ( THETA2 ) UTHTA1 - SIN ( THETA2 ) UMB

S N M s -t - — . R A TN A A W — A P MBS - A T o A S A - -

USB = SIN ( THETAZ2 ) UTHTA1 + COS ( THETA2 ) UMB

- U am A e S D A YO S " - — — ] - — " Tt S T D 1l ) el o A

VELM2 = COS { THETA2 ) L2 DTHTA2 UTHTA1 + DTHTA1 L1 UTHTAT - SIN {

- . - — D . - R - D AT O Mt AP G oy N D s o o S e D LD A D el D U A W N NP DA M W Pl A A A KA A V0 S e B T N T U A A e S

THETA2 ) L2 DTHTA2 UMB

AP I T o - S S cup - G - U .

D A - . D - . I - T W S - — - —— - W A i} St I P Ty WD S ok e b e A e e e e AT A A —> —_— LW A o~

- - - —— . -

DVT2 = SIN ( THETA1 + THETAZ ) L2 G M2

. B e e Y AT . - D A e Y o o AP . s A U Aade W W YD R D . ———

2 2
KE = 1/2 DTHTA1 L1 11
‘ : 2 2
KFE = C0S { THETAZ ) DTHTA1 L2 11 %2 DTHTAZ + 1/2 DTHETAY L1 M1 + 1/2
- 2 2 2 2 2 2 -

. . - T > V- R A" AP U b s I Y T WS A M VA W R S e N VOR h WAS R A W M W . SCR S RS e D e e e

— - A —— Y. V- S . — i W~

—— i n o

DTT2 = - SIN {( THETA2 ) DTHTA1 L2 11 M2 DTHTA2

T e e A D D W TV s T Y D - D U TP oo - A - A —— -

L - — - . . O~ . W W WA M e V. A . U = NeS R R W e MR YA e W R Wi el S i o o AL D h e S e e R e W - -

. — = (. o S TV o D A D B Al P D O TS s s i ) A i D D i Y i A Wl ot U o T D o St R s WM D AP A B D v n

. Sy 1 o . > > .l S O e -

"DTDT1 = DTHTA1. ( T ) L1 M1 ¢ COS ( THETA2 ) DPHTA2.( T ) L2 L1 H2 *

- AR — -~ ——— 8 T AR - - g W A - —_— A T " o A - —— - -

. T .. wte T R - -

- e AR s S A WD o A o A oW TS MO e Wen W S MG A A W R A e A WD WA EE e - O W D DA e e R AR A A A R N AT PR e e i S

- ——— . —_—— Mk — - — - -

DTDT2 = COS ( THETA2 ) DTHTA1.{( T ) 12 L1 M2 + SIN { THETA2 ) DTHTAZ2, {




- o A > B A €D m P ATH T S e W b I M AR A R A e e A e m on G e S N AR B S W W T e ar N RN AN G A e T M TS A A R W e SR G SO e EM Weh e e 4T L e Y TS

{ T ) L2 M2 + COS ( THETA2 ) DTHWAZ.( T ) L2 M2
AT 5 ) -
£ DTDT2 = COS ( THETA2, ( T ) ) DTHTA1,( T ) L2 1.1 M2 + SIN ( THETA2,( T )
N 2 2 2
£+ ) DTHTA2.( T ) L2 M2 + COS ( THETA2, ( ) ) DTHTA2, (T ) L2 M2
i : (N ‘ 2 {1
£ DTPTIT = DTHTAT .(T ) L1 M1 - THETA2 ~o{ T ) SIN ( THETA2,{ T )
\ {N
{ | ) DTHTA2. ( T ) L2 L1 M2 + DTHTA2 «{( T ) CCS { THETA2., { T ) ) L2 L1
{n 2
o M2 + DTHTA1 (T ) L1 M2
' N :
€:; DTDT2T = - THETA2 (T ) SIN { THETAZ. (T ) ) DTHTA1.{ T ) L2 L1 M2
” (1) - (1)
€ + DTHTAI »( T ) COS ( THETA2, { T ) ) L2 L1 mz + DTHTA2 . (T ) SIN
2 2 () 2 2
€1 ( THETAZ (T ) ) L2 2 + DTHTA2 .{ T) COS { THETA2.{. T} ) L2
/j M2
- {1 2
| 01 = SIN ( THETA1 )y G L1 1 + DTHTM . (T ) L1 M1 + SIN ( THETA1 )
! (&)
% G L1 M2 - THETA2 = . (T ) STN ( THETA2.( T ) y DTHT§2.( T ) L2 L1 M2 +
e e P
| m
¢ ; DTHTA 2 .{( T ) COS5 ( THETA2,{ T ) ) L2 L1 M2 + SIN ( THETA] + THETAZ )
- - .
{\_ 12 G -M2 + DTHTA1 (T ) L1 M2
(1
¢ 02 = SIN { THETAZ ) DTHTA1 .2 L1 M2 DTHTAZ2 - THETAZ .{ T ) SIN (

N THETA2, ( T ) ) DTHTA1.( T ) L2 L1 W2 + DTHTA? L (T ) cos (. THBTP? (T
]  mmee e mm et e e e e e e i e e e
? (N 2

» ) ) L2 L1 W2 + SIN ( THETA1 + THETA2 ) L2 G M2 + DTHTAZ <. (T ) SIN
0 e e g g ot
2 (1) 2 2
¢ { THETAZ.( T3y ) L2 M2 + DTHTA?2 (T ) COS ( THETA2.( T ) ) 12
L 11 e e e e e o o e s S o e e o e e T o S o o o o o . o D o S S U e T S i o
10 M2
- -
£ s
"7
* 5
€ s
L4
‘3
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and A, B, C, D, and E are matrices of appropriate size to be con-

formable with the indicated vectors. In equation (16), Ty' T

8'

etc., are the torques about the joints whose angles are Y, B, etc.;

FHX’ ny are the x, y components of the ground reaction force on
the heel, and FTx' FTy are the x, y components of the ground
reaction force on the toe (see Figure Ia).

The A matrix is given in equation (17).

( )
FHX
| Py
. 3 r 3 ’“‘ £
X pd p:d FHy v
r
y y Y FTy T 1 v
Y
5} ) 5 FTXG T v
B
o o o FHye , Ta v
‘BL,}.<=TéL,x= sL, £=1F GL,T=. L,v=‘v
: S S O 0 R T
Y Y Y Foy Y T, N
) 6 8 FHyY T v
‘ i z
€ € £ FTyY v
4 . z F.. B v
. J LZ‘;J \ J Tx Lg
FHyB
¥
TYB
FTXa
L -

L'(16)




4.800 0.000
0.000 4.800
0.839 0.000
1.589 0.000
-0.569 0.000
0.000 -0.019
0.180 0.000
0.039 0.000

0.239 0.000

-1.879
0.000
4.141

-2.117
0.763
0.005
0.030

~0.009

0.203

33

1.589 -0.569 0.000

0.000 0.000 -0.019

-3.041 0.763 0.005

2.117 -0.820 -0.005

-0.763 0.763 0.005

-0.005 0.605 0.008

0.000 0.000 0.000

0.000 0.000 0.000

0.000 0.000 0.000

0.079
0.000
0.030
0.000
0.000
0.000
0.065
0.009

0.000

0.039
0.000
0.023
0.000
0.000
0.000
0.048
0.024

0.000

0.239
0.000
0.204
0.000
0.000
0.000
0.000

0.000

0.203

Since A is not sparse, nearly every acceleration couples

into nearly every other one, and we have a bad algebraic loop

problem. Analog simulation is indicated, but every nonzero co-

efficient in A requires an analog pot, as is also true for B, C,

D, and E; the number of pots required is more than we have at

our disposal.

However, premultiplication of (15) by A_l

yields

= atox + @ Ime + a7 ey + a1y

and in this form there is no algebriac loop problem.

It turns out that C =

are as follows:

(18)

0; the rest of the matrices in (18)

(17)
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control law relating the joint torques to the joint angles and

0.2065
-0.0003
2.4660
3.0814
0.7700
~0.0867
-0.8632

1.5881

-2.7090

For convenience in debugging the simulation, a simple

0.3046
-0.0036
3.1600
4.5302
2.9120
-0.8645
-3.7530
2.0013

-3.5184

111.7349

-3.7609

-3.6103

0.4655
3.3551
4.7590

2.1434

2.2146
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0.2169 -0.3327

(-3.0199 |
~33.5509
0.9946
3.3083
0.9180
~2.2267
57.5667

—-67.0540

0.0005
0.5482
0.7989
0.0015
0.1397

20.8373

-6.7716

-0.1567

L40'4406J

-0.1247
0.0002
-0.1575
-0.0635
0.0005
0.0523
-=19.4339
47.1390

0.3042

angular rates of the following form was used:

——

-0.3694
0.0006
0.0407
0.3191
0.0017
0.1551
0.7360

0.3408

5.2958

(21)

(22)
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t Angles for a One Foot Drop.
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i.e., each joint was torqued proportional to a linear
combination of joint angle and joint angular rate.

Numerically,

> ft“lb
Kq. = -100 Tad (24)
1
. =~ ft_lb
in = -5 =3 (25)

Figure 5 presents tenative time histories of the
joint ahgles resulting when the above simulation is dropped
from an initial altitude of one foot ﬁsing'the above form of
control law.

Channel 2 is y, the vertical displacement of the trunk
c.g. Released one foot above its-equilibrium position, y
decreases parabolically under gravity until the toe strikes
the ground (see FTy)(Channel 8 shows the heel strike (FHy)
occurring slightly later in time. Thé vertical heel and foe
forces cause y to decelerate and begin to move up (y.,
Channel 2), the trunk pitches forward (6, Channel 3}, the
thigh moves up (Y, Channel 4), the knee bends back (8,
Channel 5), the foot angle goes negative (a, Channel 6),

and the upper arm pitches forward slightly (S8, Channel 7).

Conclusions

Based on the work we have completed so far, the research
program we have outlined still appears feasible; no major

alterations appear necessary at the preéesent time.
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Future Work

Thé simulation results of the preceeding sections
are based on equations derived primarily by

ha#d, and therefore are likely to contain a number
of.analytic'and numerical errors. The FORMAC
results are now being used to verify and correct
these equations.

Certain constraints, such as the physiological
facts that knees, ankles, and elbows don't bend
backwards, have thus far been neglected in the
model. They will be included.

The control law of equations (23) = (25) will'be-
investigated more thoroughly and modified and
refined, in the hgpe of beginning an investigation

of load relief properties in the near future.
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NASA BIOSYSTEMS - BIO-OPTICS

This is a report on the work on bio-optics since the
initial progress report. The first section of this chapter
will deal with gquestions as to the application of liquid
crystals to control problems. A later section will be con-
cerned with the theoretical results for ellipsoidal particles

representing long molecules in a simple shear field.

Applications

The application of liquid crystals proposed in the first
report was centered around the control of the»index of re-
fraction of "eye glasses" to allow coantinuous fdcﬁsing as
substitute for bifocal or trifocal lenses now used for vision
correction. - The next extension would be to the augmentation
of visual accommodation in dynamic tracking problems. Most
tracking models of visual response have deait with the motor
control of the eye in following objects in a plane or-
essentially "far away". (i.e., the up—-down and sidewise
motion of the eye.) If one examines the reaction times of the
important control processes in vision, however, the limiting
response time is that of accommodation or focus control. Tﬁérﬂ
response time for eye movement is approximately 120 milli-
seconds, for pupil reaction 250 miliseconds, but for accommo-

dation 400 milliseconds. The ability to maintaiﬁ'focus on an

.
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objectiwhich is in motion toward and away from the observer
appears to be the limiting function in eye control. (The 400
millisdconds response time is that recorded for a 2 diopter
change in focus.(l))

The question remains as to what this effect has on our
ability to track rapidly-approaching or receding objects.
Possible consequences on man's ability to respond to rapidly
changing visual events have not been éxplored.

As an example of the situations where control of accom-
modation may be important let us consider the‘response of the
eye in tracking or observing an object'wﬂich is viewed thrqugh'
a screen. - The eye has great difficulty in'focﬁsing on the
screen from_a focus on a distant object. If the object is to
be fixed in positiqn on the grid, this is an oscillatory
tracking maneuver difficult to maintain. It is known that in
the adjustment in focus required to follow receding objects
the eye may lose focus and instead of continuing to track may
fluctuate about an intermediate focus. Another response is an
oscillatory‘focus with with lens of the eye moving in the
opposite direction from the object being tracked. All these
effects or combinations may occur in the processes of visually
observing a sequence of near and distant objects. If the human
physiological focus control is not adequate for these type
tasks an augmentation using a rapid focus technique will be
required. Liéuid crystal devices are a possible mechanism

which could be used to augment this visual accommodation. It



47

remainé then to consider whether a fast controlled focus is
compatible with the physiological control system of the eye
and co#ld be used in rapid observation changes.

The theory of eye tfacking‘orAsaccadic motion is well
established and understood as noted in thé work of Young and
Stark.(z) The problem of importance in obtaining information
froﬁ moving objeéts is certainly more involved than this
theory. Eye tracking theory is based on obtaining information
on only the spatial'pbsition of an object in a two-dimensional
space. No iﬁformation is asked about the size, shape or
configuration of the object. To include this information, an
understanding_of the accommodation response of the eve needs
to be included. "Tracking for information" could be attacked
in several Ways:

1. Experiments with an optometer to change the object
distance rapidly in order to quantify the
physiological response and test an augmentation’
syStem. -

2. Build a focusing system which has a manually
controllable focus for use in tracking an object
in space. Then use this to examine the feedback
response reguirements needed.

3. Provide a system whereby eye lens motion is
sensed to control the focus of an augmentated

system.
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The control questions which must be answered in an.
automatic focus system or zoom lens control are: (1) What
will be the physiological reaction to the automatic control?
(2) What conscious response feedback control is present in
the focus féedback loop? (3) If a focus system is built with
a step-response behavior will this operate more adequately
than a continuous focus system?

The use of liquid crystals as a focus control mechanism
has an advantage over pressure or lensvmovement'systems
because their response time can be much faster since the
inertial elements are smaller.

Present research in liquid crystals has been based on
observation of effects. The results are in terms of full
‘orientation of molecular groups rather than continuous control
of this orientation. The study of the shear-field orientation
effect is in part motivated by its potential for continuous
control.

| The more general applications of the analysis of the
action of particles or molecules in flow or in energy fields
include the continuous control of liquid slurries in an
electrostatic or magnetic clutch or control bf the flow of
fluids by alternating or direct fields. The applications
as field sensors are also numerous and will not be discussed
here. (The application to blood flow measurement is discussed

(3))

in a paper which is in preparation. The general observa-

tion should be made here, however, that eﬁphasis is being
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placed!on nematic liquid crystals (i.e., those which are vector
field sensitive rather than energy or intensity sensitive.)

ﬂn the First Progress Report, rough estimates of the
change in index of refraction of a lens required to produce an
accommodation assist were outlined. A change in focal power -
of 9 diopters was shown to be adequate for this application.
This accommodation could be obtained by altering the radius of
curvature or the index of refraction of a lens. The technique
of altering the index of refraction was chosen to take ad-
vantage of the rapid response possibilities of liquid crystals
and théir recent availability of room-temperature nematic

(shear type) crystals.

Analysis
The index of refraction variation is analyzed by
utilizing the relation between index of refraction and dielectric

constant

n = (x B )1/2 (1)
O

where n is the index.of refraction, K the dielectric constant
and ﬁ~ the relative magnetic permeability. For this analysis
the rglative permeability is assumed fixed and the dielectric
constant effect examined. |

The first method of focus control has been the applica-

tion of a shear field to a nematic type liquid crystal. In

" order to analyze the index of refraction change possible in
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these ﬁaterials, an analytical model of a liquid crystal as
consisting long symmetrical ellipsoids épproximating long
molecuies is assumed. The hydrodynamic effect of a simple
shear field on these ellipsoids is then examined. From the
motion of the ellipsoids the change in index of refraction is
predicted in. this section of the report.

As a first approximation, then, long molecules in a
fluid will be assumed as ellipsoids with different properties
than the fluid in which they are contained. These ellipsoids
will be assumed randomly dispersed in a media and free to
rotate and translate under the influence of electrical or
mechanical forces. The flow geometry of Figure (1) will be
assumed with the propérties of the fluid designated with
subscript "s" and that oi the ellipsoids with a subscript "p".

For a random dispersion of ellipsoids (a suspension at
rest in the absence of a disturbance) the dielectric constant

(4)

has been shown to be approximated by the equations

0 . 1 + Xa
K=ZXg # S(Kp—Ks) 2 : x, * K /K] (2)
o=a,b,c p
where
2 - abc La
Xa ~ Tabc La’ (3

and
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Fig. 1 Coordinate Geometry for an Lllipsoid of
Revolution in a Shear Flow
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dx
- J L w
o J (P Vatr) (%) (cPka)

(ta,b,c,) are the axes of the ellipsoia.)

These equations can be reduced to the dielectric
constant for an aligned suspension by replacing %-by o and
removing the summation sign. For example, to obtain the

conductivity of a suspension aligned with the a axes in the

direction of the applied field

1 - x
Ky = Kg (Kp - Kl ?[%a ¥ Kp?Ks] : (5)
We are concerned in this report with the dielectric
constant of a suspension in which the ellipsoids are in motion
produced by a field (in particular a simple mechanical shear
field).

Similar equations with a replaced by b or c represent
the dielectric constant of a solution with the axes b or c
aligned with the field. These quantities designated Ka, Kb, and
KC give the principle dielectric constant of a suspension of
uniform ellipsoids. The variation of the principle dielectric
constants Ka and Kb if the dielectric constant of the particle
(Kp) is assumed to be zero is shown in Figure (2) for a particle
density of 0.5 as a function of the axis ratio r = %-. To find
the dielectric constant at any angle to the principle axes the

dielectric constant is assumed to be a second order tensor

quality, which transforms according to the tensor relation
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o7

i 5

r::a

-—

Theoretical variation of %ﬁe principal dielectric

constant of symmetrical ellipsoids in suspension

as a function of the axis ratio r = a/b. The
volume density shown is ¢ = 0,5,
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Kij a:y aj2 ka . (6)

ajz represent the cosines of the angles between the original

axes and the new axes. In this case'ajz represent the cosines
of the angles between the axes of the ellipsoid and the
applied field.

Using the tensor property of the conductivity, the con-~

ductivity in the direction of the xé axis is

1

K33 = 2373318y,

toag,839K t a53855K55

Setting Kyp = K33 and using'the géometrical relations

2 2 2
and'
a3l = cos 63
then
2 2 _ _ 2

a32 + a33 = 1 cos 93 R
and

1 2 : _ 2

K33 = Ka cos 63 + Kb(l cos 63) . (g,a)



;]

Similarly

K 1 = K cos2 5, + Kb(l - 0052 0

22 a 2 (8,b)

2)
and

1 _ 2 _ 2
Kll = Ka cos el + Kb(l cos” ©

l) . (8,c)
These three equations define the dielectric constant of a
suspension in which the electric field is in the direction of
one of the prime axes in terms of the principle dielectric con-
stants and the cosine of the angle between the axis of symmetry
and the direction of the field.

The dielectric constant is then obtained by proper
averaging as a function of angle of the ellipsoids to the
applied electric field. (See“Appendix ITI.)

The results of this analysis may be summarized by the
following discussion and equations.

The dielectric constant of a sheared suspension in the

three directions x 25" x3' may be represented by the

1
l r

equations

Kll' = K + (K - K)) FI (9,a)
K22‘ = K + (Ka - Kb) F; (9,b)
K33‘ = K + (Ka - Kb) F; (9,c)
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The variation which can be produced by a shear field is

17 F2 and

F3 are shown as a function of the ellipsoidal axis ratio, r.

summarized in Figure (3) where the shear factors F

Since the factor F is 0.5 (Equation A5, Appendix A) when
the suspension is randomly orientated (i.e., when the suspension
is dispersed due to Brownian motion), the variation from this
value with shear represents the magnitude of the effect. If we
are concerned with long molecules (prolate ellipsoids) where
r >> 1 it is clear that slight variation with shear .occurs in
the direction perpendicular to shear planes (?;). The maximum
variation occurs along the shear planes in the direction of the
shear (Fl). For control of properties by a shear field the
maximum response can be obtained (for r >> 1) by motion in the
xi direction and observation in the same direction. If the
control is provided by a sandwich the plates should be moved
parallel to each other and the observation made as shown in
Figure (4,a). The other alternative is to vibrate a plane
peréendicular to the sandwich and observe as whown in Figure
(4,b). If we are concerned with a fluid with oblate particles
[(or discs with (r << 1)], then the response will depend upon
the direction of observation. The effect is much greater for
observation in the X4 and X, directions than for prolate
spheroids. If a choice of form of the particles is possible
then oblate spheroids have a clear advantage from the control
or detection point of view. For liquid crystals we do not

have this choice, the molecules are approximated by long prolate
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ellipsoids. In this case the best alternative at present is

the system shown in Figure (5).

Experiients—observations on Corneal Transparency

The incidental problem of corneal transparency which is
important in the context of fibrous material transparency
has been examined further with some physiological exploratory
experiments.

Excised rabbit cornea have been examined in the labqratory
for determinatipn of their scattering properties. From
observations with polarized laser light, it is observed that
scattering from particles greater than the size of the fibrils
involved is appreciab}e (using techniques of crossed polarizer
transmission). The scattering has been difficult to quantitate
because of the rapid deterioration of these cornea in saline
solution. By the use of crossed polarizers, it has been
estimated in preliminary experiments that the ratio of the
intensity transmitted to scattered light by the cornea is
approximately 10 to 1. These are preliminary data and improve-
ment in experimental technique will be required to describe
this mcre accurately.

These experiments are directed toward the understanding
of the transparency of the cornea and its relation to the
transparency of orientated fiber type materials. The relation
of this work to ligquid crystals was discussed briefly in the

First Progress Report.



60

Summary
The theoretical analysis of the effect of a shear field
on a su%pension of long ellipsoids (representing a nematic
liquid crystal) has been completed. The dielectric constant
and index of réfraction changes to be expected have been
estimated. The other two steps outlined in the First Progress
Report are now to be attempted.
1. Experimental demonstration of control of index
of refraction by a shear field including flat
and cylindrical configurations.
2. Further work on corneal transparency is in
progress including scattering from corneal
fibrils. In addition, an extension to focus
of accommodation control is expected as
explained briefly in the beginning of this

section.



PATTERN RECOGNITION OF RANDOM SPATTIAIL SIGNALS
USING COHERENT OPTICAL TECHNIQUES

In Progress Report 1 (PR1l) it was shown how biological
photomicrographs could be considered to be random diffracting
screens when illuminated with coherent light. This is a
particular example of the general problem of pattern recogni-
tion of random spatial signals. The main purpose of current
research is to determine to What—extent statistical analysis and
identification of random spatial signals can be carried out by
optical techniques. The development of such technigues would
be important for a wide variety of possible applications. As
described in PRl application of these techniques to biological
photomicrographs would permit the direct determination of such
statistical quantities as mean cell size and distribution.

Another area of application of these techniques is to
provide a quantitative measure of "randomness" to be used as
an error signal in automatic control systems. For example, the
total light scattered off-axis in the transform plane provides
a direct measure of the variance of the random process. Such
measurements could provide an index of smoothness of reflecting
surfaces. Based on such an index, for example, a spacecfaft
might be landed automatically on the smoothest terrain of a

moon or planet. Another spatially random control signal might

61
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i

be the distribution of stars in the sky. If different regions
of the sky have different statistical distributions of stars,
then diéect optical measurements of these properties might be
used in the automatic control and navigation of spacecraft.

In PRl it was shown how an optical processing system could
be used for power spectrum and autocorrelation measurements.
The standard optical processing system contains a collimating
lens, a transforming lens, and an imaging (or second transforming)
lens. By appropriately locating the input plane, the same lens
can be used for both transforming and imaging the input signal.
As will be shown below,ythe incident wave need not be a plane
wave so that the collimating lens can also be eliminated. An
analysis of this systeﬁ will allow one to determine the relation-
ship between the spatial frequency in the power spectrum measure-
ments and the geometry of the system. |

A schematic of the optical processing system is shown in
- Figure 1 where g(x,y) is the complex transmittance of the photo-
micrégraph'or other random spatial signal. The single lens in
this‘system could be replaced by a spherical mirror resulting
in the lensless optical processor discussed in PR1. Such a
system could be designed to accept photbmicrographs of large
spatial extent thus justifying the ergodic hypothesis when making
power spectrum measurements of random signals. The analysis below
applies to either a single lens system or a lensless system using

a spherical mirror.
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Analysis of the Optical Processing System

A wave analysis of the optical system in Figure 1 can be
carried lout by determining the complex amplitude of the wave
g(x,y) at any plane perpendicular to the optical axis. If
g'(xlryl) is the complex amplitude of_the wave at plane z = 0,
then the complex amplitude g(xo,yo) at a parallel‘plane a dis-
tance z away is given by the Huygen-Fresnel principlel'2 as
shown in Figure 2. Referring to Figure 2 one sees that the
effect of traveling a distance d in free space is to change

' ' - .
g (xl,yl) to g(xo,yo) through the relation

where K is a complex constant and U’(Xl,yl) is assumed to be
zero outside the aperture. The result for light from a point
source on the axis traveling a distance d is found by letting

1 — . . .
u (Xl,yl) = S(Xl,yl) in (1) from which

gd(xd'yo) =ke

The effect of the lens (or spherical mirror) is to multiply

the incident amplitude function U(x,y) by some complex amplitude

¥(x,y). To determine Y(x,y) recognize that light from a point

source which is incident on the lens (or mirror) after traveling

a distance f équal to the focal length will be transmitted (or

reflected) as a plane wave. That is

(1)

(2)
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Uf(x,y) P(x,y) = constant

and thus from (2) it follows that

. k p 2
~J3F (x™ + y%)

P(x,y) = e (3)
represents the effect of the lens (or spherical mirror) where
f is the focal length of the lens (or mirror).
Refer now to Figure 1 where Ul(x,y) is the light amplitude
just to the left of the signal plane. From (2) Ul(x,y) is given
by '
. k
Js3- (X2 + Yz)
gl(le) = Ifl e 1 (4)
To the right of the input plane Uz(x,y) is given by
U, (x,y) = U (x,y) g(x,y) (5)
Equation (1) can be used to find U3(u,v) in terms of U, {(x,V).
Thus
% .k
I5gc [(u-x)2 + (v—y)2]
U,(u,v) =K U,(x,y)e 2 axdy (6)
~3 ~2 Jf =2
The effect of the lens (or mirror) is to multiply U3(u,v) by
Y(u,v) given by (3). Thus
-jE% (u? + v%)
Uy(u,v) = U, (u,v) e (7)

Using (1) again U5(p,q) can be written as
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| ¢ joa [p-w 2 + (g-v) 2]
gS(p,q) = 53.[)rg (u,v) e 3 dudv (8)

If a fiilter with a complex transmittance H(p,qg) is inserted

in the p-gq plane, then U6(p,q) is given by

96(prq) = gs(plq) I;I(qu) (9)

Finally:the light amplitude in the output plane U, (r,s) is
given by
p S [x-p) 2 + (5= 2]
U,(r,s) =K, /]U6(p,q) e 4 (10)

~

- OO

It is convenient to first evaluate U5(p,q). Combining

Equations (4) through (8) one can write

, % .k
J5P
U (pra) = K /]:[jc;(x,y) e "2 duav dxdy (11)

where
P x2 + y2 u2 + v2 + % + y2 - 2ux - 2vy u2 + v2
p = a + d - f
1 2
2 2 2 2
+ P + g” + u +dv 2pu 2qv (12)
3

It is first necessary to do the integration over u and v. To
this end let the parts of p containing u and v be represented

by Pu and Py respectively. Thus



it is desirable to

where

and the lens

u2 %— % + %— - 2u §~ + %—)
2 3 2 3
v (L T+ ) - (L o+ L (13)
2 3 2 3
. 2
j‘*‘ 37 €
3 J e dg = constant
o
complete the squares in (13) and write
. _ _ dle (ZS__ . E_)Z
u dl dz d3
a,L 2

oo = by - 32 (E ¢ g) =

v 1 2 3
_ dl _ dle (ES__ . p )— 2

doLy dl d, d3

d da, L 2

— - 21 (Y_ + 9--) (15)

dply 43 \d d3 / |
formula 1/f = l/le+ l/d3 has been used. Combining

(14) with the remaining terms in (12) one can write p in the form

L
; : 1 1 1 ) ( 2 2
0 + 9 + Z— 4+ == - x° + vy
u v ( dl dz dld2

(xp + yq) (16)
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The terms pu' and pv' give a constant when integrated over

2

u and v. The coefficient of (x~ + yz) in (16) is identically

zero. Thus (11) can be written as

d,L 21L
’ jgg— (l - a_Z_al) (p2 + qz) RV (ng (xp + yq)
U (p,q) = K, e 3 173 [/g(x,y) e 173 dxdy

~6 Xdld3 Adld3

a.L
K N2 2
J3g (1 - d.4 )(P +q Lp Lya
=k e 293 193 G , (17)

where G(fx,fy) is the two-dimensional:Fourier transform of
g(x,y) with spatial frequencies fx = Llp/kdld3 and fy =
qu/Xdld3. ‘ ‘

A filter with an impulse response h{x,y) and a transfer
function H(fx’fy) is to be inserted in the p-g plane. Then

from (17), (9) and (10), 97(r,s) can be written as

( ) J{?ﬁr ( Llp ’ qu ) ( Llp ’ qu ) jgu o
U, (r,s) = K G H e pdg
~7 ~7 IJ - Kdld3 Adld3 ~ Adld3 Adld3

(18)
where
a,L
u:é—(l—az—d—l)(p2+q2) +é——(r2+sz+p2+q2—2rp—25q)
3 173 4
(19)

The coefficient of (p2 + qz) in (19) is



1, 1 9ot
a Y T 7 (20)
3 4 dld3
Applying the lens formula to Figure 1 one can write
R
1 3 2 2
By cross-multiplying and combining terms in (21) one can show
that
=
173 274 . :

so that the coefficient of (p2 + qz) in (19) vanishes. Thus,

(18) reduces to

j*5~ (r2 + sz) - L.p L.g L.p L.g
U,(r,s) = K_ e 2d4 .[}fG 1 ’ 1 - H 1= 1
~ ~7 . /) - Adjd,  Adgd, xd;d;  xd dg

. 2T
.“Jxaz (rp + sq)

dpdg (23)

In terms of the spatial frequencies fX = Llp/kdldB, fy =

qu/kdld3 and the reduced coordinates r' = —(dz/Lz) r, s' =

-(dz/Lz) s Equation (23) can be written as
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2
kL2

J— 5 (r'? + 5% 7 " -
t ] —_ : . .
U, (x', s') = Kg e 2d4d2 [/g(fx, fy) g(fx, fy)

j2w(f_xr' + £ s")
e x Y af_daf
X Y

where (22) has been used. Thus to within a quadratic phase
factor 97(r', s') 1is proportional to the inverse Fourier
transform of the product g(fx, fy) %(fx, fy)' The light
intensity in the output plane will therefore be proportional
to the magnitude squared of this inverse Fourier transform or
alternatively to the magnitude squared of the convolution of
the input signal g(x,y) with the impulse response E(x,y). In
particular, if no filﬁer is used E(p,q) =1, %(x,y) = §(x,y)

and the output intensity reduces to

d d
2 2
I(xr,s) = K.g(—-—r, - —_s)
~8 = L L
2 2

which as expected is an inverted image of g(x,y) that has been

magnified by an amount L,/d,.
g 2792

Design Criteria for the Optical Processor

In designing the lensless processor for a particular
application a compromise is often required between the magnifi-
cation M = L2/d2, the actual size of the diffraction pattern
in the transform (filter) plane, and the maximum spatial fre-

quency that can be faithfully transmitted by the system in the

(24)

(25)
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absence of any filtering in the transform plane. This

maximum spatial frequency can be determined from the coherent
transfer function which is equal to the pupil function of the
spherical mirror P(Aszx', Xszy')l’z. This coherent transfer
function is defined as the ratio of the frequency spectrum of
the image to the fregquency speétrum of the image predicted by
geometrical optics. The spatial frequencies fx' and £_' are
associated with the image coordinates. However, the spatial
frequencies fX and fy related to the Fourier transform in (17)
are associated with the input signal. These two sets of spatial
frequencies‘are related by the magnification through the
exp;ession fx,y = Mf)‘{,y . Thus, in terms of the input spatial
frequencies the coherent transfer function is given by
P(XszX/M, Xszy/M) = P(Xdzfx, Xdzfy). For a lens (or spherical
mirror) of diameter D the cut-off frequency fo is thus given

by

This cut-off frequency fO corresponds to the spatial
frequency of an oh-axié object whose diffracted light just makes
it through the aperture of the lens (or spherical mirror). This
is illustrated in Figure 3 where the solid line passing through
the center of an object of width a belongs to the bundle of
rays which converge to a point in the transfer plane at a
distance P, from the axis. This distance corresponds to the

maximum spatial frequency
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f = ]_:'_];p._o__
0 Adld3

which will be passed by an aperture of diameter D. From the

geometry of Figure 3 one can readily show that

D dld3

p = T
o 2 dle

so that one can obtain (26) by substituting (28) into (27).
Equation (26) is derived by considering the optical system

to be space-invariant (isoplanatic). One would then expect
this cut-off frequency fo to apply to all points in the image.
In fact, it does not as shown by the bundle of dashed rays in
Figure 3. Light that‘is diffracted in the signal plane at a
distance a/2 from the axis will only pass through the aperture
of diameter D if the spatial frequency is less:than fa =

Llpa/kdld3 as shown in Figure 3. From the geometry of this

figure one can show that fa is related to the cut-off frequency

fo'given by (26) by the equation

o
0
0,
Ul

Thus the effect of the finite aperture is to reduce the
maximum spatial frequency that can be faithfully transmitted

by the system proportionately to the ratio a/D.

(27)

(28)

(29)
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Optical Processing of Random Spatial Signals

, A general computer technique has been developed for gen-
erating random spatial patterns with known statistical char-
acteristics. The technique consists of locating a random
point in a two dimensional space by means of an appropriate
random function generator on a digital computer. Using a
digital to analog converter voltages are obtained which auto-
matically locate the random point as a spot on an oscillecope~
face. A large number of random points can therefore be plot-
ted rapidly and photographed by staﬁdard techniques. These
techniques can be used, for example, to simulate the distri-
bution of stars in different regions of the sky. Opticalv
identification techniques can then be used to recognize the
different random patterns.

One such pattern produced in this manner is shown in
Figure 4. This pattern actually consists of a large number
of two-spot patterns. The distance between the two spots in
each case is a constant d. The orientation line joining the
two spots is a random variable that is uniformly distributed
from 0 to 27 radians. Thus this random pattern is a collec-
tion of the two~hole patterns described in PR 1.

The optical processing system described above was used to
measure the power spectrum of this random dot pattern. The re-
sult as measured in the transform plane of Figure 2 is shown in

Figure 5. The envelope of this power spectrum varies as
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[Jl(ﬂafo)/ﬂafol2 as described in PR1. This wvariation is
clearly evident in Figure 5 and contains information about:
the spot diameter a.

As pointed out in PR1l, the power spectrum should also
contain information about the separation disfancefd. This
information is contained in a higher frequency modulation of
the single hole trénsform. To see if this information is
actually>contained in Figure 5 a contact print of this power
speétrum measurement was made and used as a signal in the
optical processor. As shown in PR1 the transform of this
power spectrum 1is peroxtional to the_autocorrelation func-
tion of the original random pattern in Figure 4. Figure 6
shows the resulting autocorrelation function as measured in
the tiansform plane of the optical processor. The circle
surrounding the central peak has a radius proportional to d.
This circle is a direct result of light being diffracted by
the predicted modulations of the single hole pattern. A
larger periodic pattern is alsc observed in the autocorrela-
tion measurement. This results from the fact that the random
two~hole patterns were actually arranged periodically on the
scope when constructing Figure 4. This inherent periodicity
while not obvious in Figure 4 due to the random orientation of
each individual two-hole pattern becomes quite evident in the
autocorrelation measurement,

This example shows that optical measurementé of the power

spectrum and autocorrelation function of a random spatial
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pattern contain important information about the statistical
nature of the random signal. This information can be used to

|

recqgnize random patterns with certain prescribed statistical
properties. The example also shows that often the autocorrela-
tion (or in general a corss—correlation) measurement provides
the most useful information for pattern recognition applica-
tions.

The two-step procedure used above for measuring the
autocorrelation function is somewhat awkward and would be
unsuitable in aAreal—time'automatic control system appli-
cation. What is needed for thisfcase'is a spatial filter
in the transform plane pfoportional to G?f) so that the
autocorrelation fuﬁctionlwill appear‘instantaneously in the
output plane. Such a filter can be made holographically
which will then permit direct measurement of either the
autocorrelation function or the cross-correlation with a
known type of random pattern. Techniques are now beiné
aeveloped for making these types of spatial filters and using

them for autocorrelation and cross—correlation meausrements.
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MANUAL CONTROL SYSTEMS RESEARCH

I. Introduction

Since Oakland University submitted its original proposal

~to NASA/ERC, several things have occurred at the University

which have directly affected the course of manual control systems

research at the institution. Briefly these changes are:

(1)

The School of Engineering has installed a Hybrid
computing facility consisting of an IBM 1130 digital
computer and an EAI 680 analog computer with the

EAI 693 interface package. Due to the new dimensions
this equipmént adds to the area of system identifica-
tion, it is felt that all future research in this»

area should be designed to make optimum use of the
Hybrid facility. The wide range of computational
techniques made possible by the Hybrid computer
includes all state—of—the—arfzanalog and digital
techniques, such as: continuous parameter tracking,
regression analysis, orthogonal filtering and
describing functions. Additionally, the IBM 1130's
core memory interfaced with the high speed analog capa-
bility of the EAI 680 enables the repetitive analysis of
large amounts of data in very short periods of time.
This iterétive property can be used to obtain

faster parameter identification than is possible

82



(2)

(3)

83

by any one-pass analog scheme. It will be shown
later in this chapter how the Hybrid computer is
being used to greatly improve the continuous
parameter tracking method of parameter identifica-
tion.

Robert White, a last-semester engineering student at
Oakland University, has designed and built an arm
movement contrdl stick./ Thié unit, which is now
operational, is interfaced with the Hybrid facility
and enables the on-line testing of subjects using
analog, digital and/or Hybrid techniques. Through
the disc storage unit on the IBM 1130, off-line.
data analysis is also possible if this form of
analysis proves desirable. Figure 1 is a photograph
of Oakland University's Hybrid facility with the arm
movement control stick in the foreground.

Glenn. A. Jackson recently completed a preliminary
study into one aspect of the optimal properties of

the human operator. This research was conducted

-under a National Science Foundation Grant [1] and a

copy of the terminal report is attached, since it is
undoubtedly of interest to NASA/ERC. The main
conclusion of this study was that all human operators
appear to adjust their mode of operation to minimize
the same control cost functional, while they are

controlling low order compensatory systems. There
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are several interesting extensions to this work, to
be discussed later, which can be studied in conjunc-
tion with other aspects of the present research

project.

II. Manual Control Research Activities

Several avenues of research are actively being pursued in
the manual control area at the present time. This work builds
directly on the work of Jackson on the above mentioned NSF
project. We feel that this NSF report is an important factor
in the excellent cost effectiveness achieved on this NASA/ERC
contract. For the past month and for the remainder of this
contract it is expected that Jackson will devote his full
efforts on the NASA/ERC tasks.

The two projects discussed below deal with fast parameter
identification methods. Fast parameter identification is of
great interest to people working with systems containing a
human operator, since the human is highly'adaptive and is known
to modify his mode of operation when any system Characteristic‘
is changed.” In systems where any change in the operator's
charactéristics could have drastic_consequences, such as those
changes which occur in a pilot when his aircraft handling
properties change, fast parameter identification could be the
difference between life and death. Also, for basic research
purposes, it is of interest to determine how the human operator
adapts when he is confronted with sudden changes in the system

he is controlling.
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Thé projects being investigated represent different
approaches to the development of high speed identification
techniq#es which can be used to monitor the changes which occur
in the human operator while he is controlling low order systems.
These methods have potential applications in such manual control
systems .as attitude control of aircraft, attitude control of
spacecraft during re-entry, and automobile steering in the face

of wind gusts.

Project lj

White, under the direction of Jackson, is developing
an identification technique which is essentially a Hybrid
modification of the continuous parameter tracking method
previously develdped by Jackson [2]. Two variations of
this method are to be investigated, both variations using
the crossover model {[3] as the basic compensatory system
model. The object in each case is the on-line identification
of the crossqver model parameters K and t. This identifi-
cation will be possible over short intervals of time, so
that any sudden changes in human operator characteristics

will be detected a few seconds after they occur.

A. Continuous Parameter Tracking Variation 1:

In this method the compensatory system input_and‘
output, ei(t) and eo(t), are samplgd for a short period
of time_(Sr— 10 seconds) with the samples being stored
in the IBM 1130. During the next time interval (<1

second) the stored values will be fed into a fast-time,
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analog, continuous parameter tracking model of the
compensatory system (i.e., a crossover model). However,
since 5 - 10 seconds worth of data are not sufficient
for a parameter tracking system to converge in the

face of noise [2], the fast—time system will iterate
through the same data several times. The initial
values of K and 1 for the (n + l)St iteration will be

the average values of K(t) and 1(t) determinated during

the nth iteration:
T
_ 1 _ =
K, (0) =1 fKn(t)dt = K
(0]
T
1.0 =% [t (yac =T
n+l T n n
(@]

Additionally, the gradient gains used in the parameter
adjusting networks for K(t) and T(t) will be systema-
tically reduced after each iteration to insure smooth
convergence even if a considerable amount of noise is
present. It is felt that only 5 or 6 iterations will
be requiredfto give satisfactory convergence. Figure 2
shows postulated plots of what the parameter K(t) will
look like for three iterations on the fast-time model.
(t(t) will have comparable plots.) Theée reduction in the
amount of fluctuation in the successive plots is a
direct result of the parameter adjustment loop gain

reduction.
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Figure 2: Convergence of Parameter K(t)
for Three Iterations of the

Tracking Data.
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Utilizing this method the average value of a

parameter existing over the interval [tl, t, + T]

1

will be known at t = tl + T + TI’ where TI is the

total iteration time required by the fast-time

tracking system. The real-time sampling followed

by the fast-time iteration will be repeated over and

over during each subject's tracking task. A time-
sequence plot of the basic method is given in
Figure 3. Again, only the K estimate is shown for

simplicity.

Continuous Parameter Tracking Variation 2:

In this method the real-time sampling of the
compensatory system and the fast—-time iterations into
the continuous parameter tracking model will be done
simultaneously. The compensatory system under test
will have its input and output sampled at a fixed rate.
Call these samples ei(nAt) and eo(nAt), respectively.
If it is assumed that N samples are used during each
fast-time iteration, then the input and output signals
to the fast-time parameter tracking system during the

first iteration will be

N

n=1

N
: §: ei(nAt) G(tO - nAt) and 3;1 So(nAt) S(tO - nAt)

respectively. (tO is the time-scaled time variable,
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and 6(tO - nAt) is a delta function located at tO = njt.)
While this first fast-time iteration is being made, 4
new samples of ei(t) and eo(t) from the real-time system
will have been taken. Thus, the second iteration of

the fast-time model can use input and output signals

of

N+d N+d

23 ei(nAt) cS(tO - nAt) and (nAt) d(to - nAt).

n=k+d eo

Each iteration will therefore use d new data points while
discarding an equal number of the oldest déta points
stored. The gradient gains in the tracking system will
again be cycled up and down in order to obtain good
convergence. This particular Hybrid version of con-
tinuous parameter tracking will not be investigated

until version 1 has been fully tested, since some type
of time-sharing technique will have to be developed

before it can be implemented.

Project 2

Jackson is developing an iterative Hybrid identifica-

tion technigque utilizing estimates by stochastic approxi-—

mation [4]. 1In particular, parameter adjustments will be

made using the Keifer-Wolfowitz algorithm discussed by

Bekey and Neal at the 5th Annual Manual Control Conference

[51.
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This is also an on-line Hybrid identification method
which will operate on short lengths of sampled data from
the input and output signals of the compensatory system.
The fast-time implementation will use three different
crossover models operating simultaneously on the same
stored input and output data taken from the compensatoky
system. The model parameters wiil be fixed over each
fast-time iteration with the parameters stepwise adjusted
after each iteration via the Keifer-Wolfowitz algorithm.
During the nth iteration using one set of compensatory
system input-output sampled data, Model 1 will have
parameters Kn’ Tn; Model 2 parameters Kn + Cn' Tn; and

Model 3 parameters Kn, T + dn' During this nth iteration;

n

three performance indices will be measured:
£, +T

1
nl =~ jf Hel(to' Knr T ei(to)lldto
t1

Ty
!

t,+T

1
Jp = f Hez(to, K, o+ cpr T 0 6, (k) | Idto
Y

t,+T

1
T3 = / He3(to, Koo T, +d ., 6,(t) [ [dto
t

where |]e;|| is a norm of the error existing between the

recorded compensatory system output and the output of the
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ith crossover model. The adjustment, as dictated by the

Keifer-Wolfowitz algorithm, is

Kn+l Kn + an(Jnl - Jn2)/cn

ntl = 'n

where

g

with A, B, C and D positive constants.

The system will iterate on one set of stored data
until convergence of the parameters K and t is achieved.
At this time new data will again be sampled from the
compensatory system and the process will start agaiﬁ.
This will give a time plot similar to that in Figure 3
above. A general block diagram of the method is given in

Figure 4.
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III. Further Studies

Once the basic identification techniques discussed above
have be%n completely implemented, they'will be used as wvehicles
for several other studies.

First, the basic techniques themselves will be analyzed
and, hopefully, improved.

Second, the basic techniques will be used to evaluate the
manual control research originally proposed to NASA/ERC with
regard to continuous parameter tracking. Namely, can some form
of state variable error be used to improve the speed of para-
meter convergence (rather than using simply outpuf error), and
can knowledge of the remnant spectrum [6] be used to filter
out those portions of the remnant which cause parameter tracking
problems?

Third, the basic techniques will be used to determine
average K and T values for new subjects in order to substantiate,
or disprove, Jackson's hypotheses on the optimality of the human
operétor discussed in his NSF report [1l]. 1In particular, can
the changes which are known to occur in the average'K and T
values, due to variations in the input signal spectrum, be
accounted for by the optimal poliéy developed in Jackson's report?
Jackson's optimal policy fits his original data [2,7]1, but needs
further testing ahd analysis. These tests can be run at the
same time evaluations of the parameter identification techniques
are being conducted, and thus double use of the tests can be

made.
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A MODEL OF THE HUMAN POSTURAL CONTROL SYSTEM

J.C. Hill
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Abstract

A nine degree of freedom pitch axis model of
the human postural control system is proposed.
Expressions for the kinetic and potential ener-
gies of the system are derived. The trunk, thigh,
shank, foot, upper arm, forearm, and head are
each modeled by a lumped mass at the element cen-
ter of mass and an associated rotational inertia.

- Background

Analysis related to an understanding of the
human postural control system appears to be pro-
.ceeding on five fronts. An excellent introduc-
tion to the first area, analytic representation
-of the force-velocity characteristics of human
muscle tissue as an actuator, is provided in
Mitlhorn's account [1] of -the work on Houk [2].
This account is representative of a long preoc-
cupation with muscle characteristics in reptiles,
small vertebrates, and people dating back to
1935 [3]. Extensive references to more modern
work are contained in Bahler [4], Vickers and
Sheridan [5], Galiana [6], and Magdalena and
McRuer [7]. The paper by Dewhurst [8] is also
of interest in this area.

A second concentration of effort has occurred
in the development of models for the physiological
sensors involved in the postural control system;
see, for example, the work on the vestibular sys-
tem by Miery [9] and Young [10], and the work on
the muscle spindle receptor by Houk [1,2] and by
Gottlieb, Agarwal, and Stark [11], and Agarwal,
et al. [20].

A third area, stimulated by a long-term Air
Force interest in the capabilities of human pilots,
is the view of certain elements of the postural
control system seen in the context of human oper-
ator studies. An entree to this area of research
is provided by the work of McRuer, Graham,
Magdaleno, et al. [12-15], Shirley and Young [16],
and Adams [17]; it is characteristic of this work
thet the human is seen from a black box viewpoint.
The results and techniques developed in these
studies are beginning to find application in anal-
ysis of the more prosaic automobile handling and
control task; see Wier and McRuer [18] and
Crossman [19].

152

A fourth area, quite distinct in viewpoint
and methodology, is provided by the work of
McGhee and Tomovic [25] in the theory of quad-
ruped locomotion [21-24].

A representative mechanistic view of the
postural control systam for which there is some
physiological support is provided by the block
diagram developed by Houk [1,2] and redrawn here
as rigure 1, which althcugh developed with refer-
ence to the wrist-rotation reflex system, could
in its essentials refer to the biceps-triceps
pair or to any other distinct agonist-antagonist
combination. The areas of research mentioned
above concern themselves with different aspects
of this block diagram. Results from the muscle
force-velocity experimental studies have led to
the form of the block diagram depicted in the
pronator muscle and supinator muscle blocks; re-
sults from the sensor studies lead to the form
given for the spindle receptor blocks, and human
operator studies, together with some physiolcgical
support, lead to the form presented for the motor
neuron complex, the spindle afferent nerves, and
the alpha efferent nerves.

Such block diagrams usually have two general
characteristics. First, the diagram "dead-ends"”
on the central nervous system block; apparently,
this is where science ends and mysticism begins
at our present state of knowledge. Secondly, this
complex diagram relates to the control of a single
joint arigle -- a one degree of freedom system,’
hardly representative of the degree of muscular
coordination commonly exhibited by Kittens and
Kids. ’

The work of McGhee [21-25] and McRuer [12-15]
attempts to meet these objections in two different

ways.

In the majority of McGhee's work, the dynamic
aspects of the system are suppressed, and concern
is centered entirely on the question of what com-
mand inputs should be issued to the autopilot con-
sisting of the proprioceptive loops if it is as-
sumed that these Tcops function properly, or even
better, ideally. ¥hether the Teg motions that
make walking possible are produced by the central
nervous system in a purely voluntary mode of oper-
ation or whether a wore autonomous type of reflex
arc is involved is, of course, a question of Tong
standing; McGhee provides convincing evidence for



the latter, and shows that useful quadruped gaits
may be generated either by open loop (synchonous)
or closed Toop (asynchronous) digital networks.

An open loop controller would consist of a clock-
pulse driven shift register that issues leg com-
mands at certain instants in time, independent of
the actual state of the leg system at those times,
whereas changes in the state of a closed loop con-
troller would be triggered by satisfactory trans=
fer of the leg system to tha previously commandad
state.

From the point of view of this paper, the
importance -of McGhee's work is that it begins to
ask and provide technologically useful answers to
questions about how the heretofore unassailable
central nervous system might work, although it
appears unlikely that we will soon have direct
physiological evidence that this is the way 1t
does work.

In McRuer's work, the known system dynamics
are taken into account, and everything left over
is Tumped into a single black-box representation
- of the human operator performance, usually obtain-
ed in the form of a describing function for the
box: A particularly good example of this approach
is contained in Reference 14. Although this ap-
proach allows characterization of the human oper-
ator in a way that has extrapolative power to basi
cally similar tasks, it has Tittle synthetic power
from the point of view of this paper -- it tells
‘how. the central nervous system works in certain
tasks, but not why it works that way in circuitry
terms. This difficulty is possibly due to the
Tack of any well-established describing function
inversion techniques for describing functions that
are both amplitude and frequency dependent [26].

Finally, the work of the General Electric
corporation in the development of walking machines
and remote manipulators should be mentioned[27,28].
Rather than to attempt the construction of a self-
sufficient automaton, the GE approach is to imbed
2 human operator in a walking machine in such @
way that through the use of force reflecting ser-
vos, the coordination capabilities of the operator
are used to direct the machine's activities at a
much higher force level. The concept is now being
used in the development of off-road vehicles,
machines for increasing the strength of an indivi-
dual in 1ifting, and a variety of other applica-
tions. The basic difference between the GE re-
search and that cited previously is that GE intends
to utilize and extend the human muscular coordina-
tion capabilities, whereas the other approaches
are directed towards an eventual replacement of
the human, or toward purely scientific ends.

It is the purpose of this paper to pursuz
the behavior of the postural .control system in a
different direction than those outlined above. We
would like to progress toward an understanding,
from a systems point of view, of how some of the
simpler common examples of large-scale human mus-
cular coordination (for example, deep knea-bends)
might be carried out, with the hope that someone
might eventually develop an understanding of some
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“return to an erect position.

of the more spectacular examples (like playing
basketball}.

To this end, it would be justifiable to
gloss over some of the fine points other investi-
gators have developed in the hepe that taking
such 1iberties will result in a systems model
more appropriate to the large-scale phenomena we
want to study; for example, only the gross fea-
tures of muscle force-velocity characteristics
will be retainad on the grounds that from the
point of view of understanding codrdination,
gverything else known about muscle is irrelevant

etail

In more abstract language, we would 11ke to
develop an understanding of the goal-oriented in-
tegration of a number of proprioceptive loops
into a more complete organism. We would accept
simplified models of the individual Toops to the
eXtent necessary to achieve adequate complexity
at the overall system level, with the goal of
eventually achieving the development of a six
degree-of-freedom simulation capable of pred1c-
ting human capabilities and 11m1tat1ons in un-
tested situations.

It is proposed to study this problem by
means of simulation. A simplified, "pitch axis
only" computer model of a human involving arms,
legs, feet, head, and an (initially) rigid torso
will be developed which can be dropped from
various initial orjentations, with the objective
being to survive impact with a ground plane and
The vork will fol-
Tow the familiar pattern of simulation of a com-
plex aerospace system: continuing development of
the simulation will imteract with continuing
gathering of experimental data as critical ques-
tions are posed and understanding of the system
progresses. :

Our thesis js that the control a]gorithms
necessary to provide command inputs to the pro-
prioceptive Toops would be more or less obvious
from a consideration of the dynamic requirements
of the specific task to be performed, depending
on the complexity cof the task. Obviously, an
easy task should be selected first.

Kinetic and Potential Energies for the Model

In carrying out the derivation of the equa-
tions of motion of the postural control system
model by use of Lagrange's equations, expressions
for the potential and kinetic energies of the
system are needed. A derivation of these expres-
sions follows.

In terms of the generalized coordinates in-
dicated in Figure 2, the total system kinetic
energy may be expressed as the sum of the point
mass kinetic energy and tha kinetic energy due to
the distributed nature of the arms, legs, etc.,

T=1 4D]

p1st * TeoInt

The distributed kinetic energy is due only



to rotation of the var1ous elements, and is easily
obtained as

T =

,‘ -2 . . 2
DIST 1/2JTRe + 1/2JHD(e + )

-+

123, (6 - 87 + 1/2055(6 - b - 52
120, (5 - e+ 1/23gy(6 - 1+ 8)2
VRdg(6 - v + 8+ )2 (2)

o+

s

The kinetic energy due to the point masses
is more difficult to obtsin, as it involves re-
petitive application of -the relative velacity
theorem together with a long chain of cocrdinate
resolutions to enable expression of the kinetic
energy of each point mass in the form

+ Vbz)

where Vy and Vp are velocity components
along any set of perpendicular axes, usually a
set chosen to provide as much analytical simpli-
city as possible. A derivation of the V4, Vp
components for each of the masses follows. The
absolute velocity of, say, the c.g. of the trunk
is denoted by vyrr/q, while the relative velocity
of, say, the h]p with respect to the c. g of the
trunk is denoted by YH/TR-

- 2
= 1/2M(Va

Unit vectors in a variety of directions are
indicated on the diagram, and are denoted by, for
example, Uy and gy. (See list of symhols).

The velocity components of each mass point
must now be obtained along any convenient set of
orthogonal axes, the ch01ce of wh1ch varies during
the ana]ys1s

We have

Atr/0 = Myt Yy, (3)
XH/TR - 2TRM§%9 (4)
Uéfﬁg the fe1ative‘ve10city theorem, the ab-

solute velocity of the hip can be expressed as the
relative velocity of the hip with respect to the
c.g. of the trunk plus the absolute velocity of
the trunk:

Yo = Yuytr * Xrrs0

" ity * Hy (s)
Resolving into

. uea
the vector addition

coord1nates S0 that
can b£ p

erformed,

0 = Sty * [-% cose + g sinely,

+ [%x sine + ¥ cose]ETR
= [zTRMe - % cose + ¥ sine]ge

+ [% sine + ¥ cose]gTR
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= Vielle * Vurarr (6)

The absolute velocity of the CG of thé

thigh is then

ATH/0 = XTau * Xwo

vy * ¥nyo

+ V., u +V

Sy T Vet Vhrelir

2THM;%Y+ [opye - R coss +§ sine]ge
+ [x sine + ¥ coﬁe]%fR (i)
Resolving intb u s Ky coordinates,
Xtw/o = Corpary - ("TRM 8 - % cos?
+y s1ne)cosY + (% sine
+y cose)siny]gy+ [-{x sins
- X cose

(8)

+ § cose )cosy - (gTRMé
Sty sine)siny]gTH

51m11ar1y, the absolute velocity of the

knee is given by
Yks0 = Xern ¥ Ywyo
= [zTH; - (QTRMS - X cos8 + ¥ sind)cosy

+ (X sing + ¥ cose)siny]y‘Y

+ [-(x sine + ¥ cose)cosy

-(LTRMG - X coss + ¥ s1na)s1ny]gTH
(9)

The absolute velocity of the center of the

mass of the shank is given by

Ysuro = Xswk ¥ Xgso

SHMSU MR

(gt + [ipyy - (g

% cose + § sind)cosyJcosp

[-(%x sine + ¥ cose)cosy

(ZTRMG - % cose + y sine)lsing} g

4

{ [-(x sine + ¥ cose)cosy - (QTRMQ

% cose + y sina)siny]coss - [LTH;



) 1
, . i
- (ETRMS -~ %-cos® + ¥ sind)cosy + {x sin®

+ ¥ cose)sinY]sinB}HSH' (10)

The absolute velocity of the ankle is obtain-
ed by substituting fgy for 25y in equation (10),

giving
Xaso = (hsuB * Doy - (Bppyf - % coso
+ § sing)cosyleosB - [-(x sind

+y cgsa)cosy - (ZTRMG - % cosS

+y sine)sins}kxlB + {[-(x sine

+ ¥ cos8)cosy - (QTRMé ~ % cos®
+ ¥ sing)sinylcoss - {2TH; - (lTRMé

- % cos8 + ¥ sing)cosy + (% sins

vy cose)siny]sine}gSH (11)

Xer70 T Xer/a t Xavo

= Lepmly * Yas0

Resolving equation (11) into Yoy » Mgy coordi-

nates, the absolute velocity of the c.d. of the
foot is A ] :

etj0 = [zFTM& + {[-(% sing + ¥ cos8)cosy

- (lTRMé - % cos8 + ¥ sind)sinylcoss

- [RTH; - (zTRMé - % cos6+ y sing)cosy

4 (x sing + ¥ cos8)sinylsinBlcosa
+ {ESHB +_[2THY - (QTRMG - % cos8
+¥ sing)cosylcosg - [~(x sine

+y cose)cbsy- (QTRMé - X cos8
+y sine)sins}singx]gQ + [~{$SHé
+ [RTHY - (QTRMS ~ X cos®

+ § sine)cosylcosg - [-{x sine

+ ¥ cos8)cosy - (QTRmé - % cos8

+ § sino)singlcosa + [-(X sino
+ ¥ cosé Jcosy~ (ZTRMé - X cosé

+ y sina)sinylcoss - [ZTHY - (zTRMe

- X cos@ + ¥y sin8)cosy + (X sind

+ ¥ cos8)sinylsinglsinalyg, (12)

Expressions for the absolute velocities of
the shoulder, upperarm, and forearm are ob-
tained in similar fashion:

Xs70 = ¥s/mR ¥ Y1r/0
= (o - lTRM)éHe + igx + 5y (13?

Resolving into ys, ¥, coordinates, the
absolute velocity of ‘the Eﬁou1dar is cbtained
as :

X570 = = (#1p = )Ry * [-% coso
+ 9 sinely, + [& sine + 3 coselyr
='[-(2TR - 2TRM)6 - X coss + Y sine]ge
+ [% sino + ¥ COSE]HTR (14)

“The velocity of ‘the c.g. of the upper arm
is then given by equation (15):

Xunszo = Yuass * ¥sso

= Lyantls t ¥s/0

]

2ypdlls * [-(2yp - 2ypyle - % coss

-

y sins]ge + [%x sine + ¥ CGSSJ%TP
(15)
Resolving into Yss Yun coordinates gives
Yuazo = Ty ¥ [-{ogp = tqpyle ~ & cose
+ § sinalsins - [X sine
+ y cosoeossly, + {[{2q, - Sram)®
- % cosé + ¥ singJcoss + [% sing -
+y Qose]Si"G}EUA (16)

The elbow velocity is obtained by replacing
Lyam 10 equation (16) by Tt

Xeso = Toyp® * [-(oqp = dqpy)e - % coss

+ ¥ sinolsing - [x sine + ¥ coseJcosély

+ {[(zTR - ZTRM)S - X cosd *+ ¥ singlcoss

+ [ sina + ¥ cosa]sihd}guA (17)



The velccity of the forearm c.g. is obtained

by the relative velocity theorem as

Xeaz0 = Xeaze * Xeso

= e * Y/ (e)

Resolving into Res Nep coordinates yields

Xeazo = e + [ogad *+ D-(opp = ppy)e

% cos® + ¥ sind]sind - [% sine

+ § cosé]cosé]cose - [(QTR - ETRM)B

X cos® + ¥ sineJcoss + [X sing

-+

y cose]siné]éins};dE + [ﬁuAé + ['(2TR
- lTRM)é - % cos® + ¥ sino]sins

- [ sin6 + ¥ cosolcosé]sine + (e

- ETRM?é - % cos8 + ¥ sins]Jcoss

+ [X sing + y.cosejsfnG]COSE}gFA {19)

Finally, the absolute velocity of the head

. is given by

¥uo/0 = Yupss * Xé/o

= Boutls * Y70 (20)
Resolving into Y50 %D coordinates;
Yoo = Pt - [-(2g = rgy)é - % coso

+ § sinelcosz - [% sine + ¥ cose]sincnéb

+

{-[-(QTR - 2TRM)8 - % cos8
+ § siné]sinz + [X sine
(21)

Equations (3), (8), (10), (12), (16), (19),

+ ¥ cose]cosc}gHD

and (21) give the velocity components of the
trunk, thigh, shank, foot, upper arm, forearm, and
head respectively; thece components are obtained
in several different coordinate systems.

By combining equations (1) and (12), the

kinetic energy of the trunk is

_ -2 .2 2
TTR = 1/2JTR9 + 1/2MTR { X%+ y°} (22)

From (1) and (8), the kinetic energy of the

thigh is
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_ . . 2 .
TH = V2pyle = v)™ + 1/ 2M d Dy
- (QTRMé - % cos8 + ¥ sins)cosy
+ {x sing + ¥ cose)siny]2 + [-(x sins
+ ¥ cose)cosy - (RTRMB - X cosé
+ ¢ sine)sinyl%} (23)
From (1) and (10), the kinetic energy of

the shank is

Toy = V2gls - 3 + )7 + ]/éMSH[{ESHMé
+ [ZTH; - “TRMé - X coss
+ ¥ sine)cosyJcosg - [-(% sine
+ § cose)cosy - (QTRMé - % cose
&y sine)lsingi? + ([-(X sine
+ ¥ cose)cosy - (QTRMé -lk cosé
+ ¥ sine)siny]cosg - [zTH} - (zTRMé
~ %X cose + ¥y sine)cosy +(X sins

+ ¥ cos e)siny]sins}z] (24)

From (1) and (12), the kinetic energy of the

foot is

_ . - . . 2 3
Ter = I/ZJFT(B -~y tgta)4 1/2MFT]{gFTMa

4

{[-(% sine + y cose)cosy ~ (“TRMe

- %X cose + ¥ sing)siny cosg - [2THY

_ . g+ v ad .
(zTRMe % cose + ¥ sing)cosy + % sing

-+

¥ cose)siny]singlcosa + {ogys * [ZTHY
- (RTRMé - % cose + y sine)cosylcosg

- [-(x sing + § cose)cosy - (QTRMS

9 -
+ [~{£SHB

&

- X-cose + ¥ sine)sins}sina]
+ [QTHY - (QTRMG - X cose

+ ¥ sino)cosylcosg - [-(X sine

+ ¥ coss)cosy - (RTRMG - % ¢tose
+ y sing)sing}cosa + [~(X sine

+ ¥ coss )cosy - - % cos8

(27pm



i
+ ¥ sina)sinyJcosg - [lTHY - (zTRMé
- %X coss + ¥ sine)cosy +2(k sing
‘+ y cosa)sinylsing}sine (25)

which clearly makes one wonder if it is worth
the effort.

From (1) and (16), the kinetic energy of
the upper arm is

i . .2 -
Tya = V2gple - 8)° + 1/2MUAE11UAM5
+ [~(2TR - ZTRM)é - % cose + ¥ sinelsing
- [% sins + ¥ coss]cosa}2 + {[(zTR
- 2TRM)é - % cose + ¥ sinelcoss + [X sineg

+y coss]sin5}2 (26)

From (1) and (19), the kinetic energy of
the forearm is . }

N " ._'-.2_ .
TFA = T/LJFA(S 5§ - g) + ]/ZMFA[{QFAME
~ 4 [QUAS + [—(zTR - zTRM)e - % cos8

+ ¥ sinelsins - [X sins

- [lagg - EIRM)éF

%X cose + ¥ sine]coss + [X sineg

+

¥y coselcosslcose

o+

y cose]sinsjsina}z + {[QUAé + [-(RTR

- ETRM)é - % cose + y sinelsins

[% sine + ¥ cose]coss]sina.+ [[(zTR

- Y - & + . . + . L3
RTRM)e % cose + ¥ sinaJcoss + [X sine

+ y_cose]sin5]c055}2] {27)
and, f%na]]y, the kinetic enargy of the head is
obtained from (1) and (21) as

_ . - 2 .
Tyn = 1/2JHD(e + )+ ]/ZMHD[{QHDMS

HD

[-(2r, - Zpy)e - X cOs8 + ¥ sineJcosg
TR TRM
- [%sins + ¥ cose]sing}z + {- [—(zTR

- zTRM)e - % cose + § singlsing + [X sine

+ ¥ cose]cos;}2 (28)

The total system kinetic energy is then
given by

T =T Ty T * Ter * Tya * Tea + T

(29)

The potential energy of the system is more
easily aobtained. By element, the potential ener-
gies of the trunk, thigh, shank, foot, upper arm,
forearm, and head are given by (30)-(36),

Vrg = MR%Y 30)
Vry = MLy - appy €0se - pyy cos(y - ¢)]
(3m)
Voy = Mg, aly = 2ypy €00 - 2y, cos(y - 8)
- Sy €os(y - 8 - g) (32)
Ver - Meroly = dppy cose - 2py cos{y - @)

- gy cos{y -6 - B) - LeTH sin(e - Y

+ B+ )] (33)
Yy = Myadly * (2pp - 2ypy)cose
- Ly cos{e - §)] (34)
Vea = Meaaly + (app = aypy)cose
- Iy cos{s - §8) - Leam cos{e - & - ¢)]
- (35)
Vyp = Mypaly + (agg = 2ypy) cose
+ 20 c05(6 + 2)] (36)
and the total system potential energy is
Vs Vg F VY Vs Ve PV Ve Yy
(37)

which can be grouped as
V=M + My Mg 4 Mer Mgyt Mea
* MHﬁ}gy" (Mg * Mgy * Mepdaqpy
- [Myp + Mpp + MypTQaqp - 2ypy)} g coso
= Mpyipyy * Mgy *+ Mepliqyg cosly - o)
- Moytopy * Meqioyte cos{y - 8 - g)
- (Mephppyte sin(o - v + 8 +a)

- {M + Meapte cos(e - &)

uatuAM
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= {Moptpanle cos{s - 6 - )

+

Myptypute cos(e + ) (38)

or

Vv = ng - Vy case -V, cos(y - 8)

V3 cos(Y -8+ g) - V4 sin(fe ~ y+ 8

+

a) - Vg cos(s - §) - Ve cos(s - & + ¢)
+V, cos(e + g) (39)

_whare M is the total mass of the stick man, g is
tha gravitational acceleration, and the Vi are
constants obtained by comparison of equations
(38) and (39).

Lagrange's equations, in the form
d_ T\ T vV_ L

A P P (40)
where the qj are the system generalized coordi-
nates and the Q4 are the generalized forces
arising from muscular contraction, require par-
tial differentiation of the system kinetic energy
as given by equation (29) with respect to all the
generalized coordinates and their derivatives and
partial differentiation of the system potential
energy as given by equation (39) with respect to
the generalized coordinates. With no approxima-
tions, the resulting expressions are too lengthy
for inclusion here; digital computer symbolic
processing techniques to assist in carrying out
the more laborious and error-prone calculations
with greater reliability are being investigated.

Conclusion

Successful completion of the derivation
would provide a pitch-axis model of the human
postural control system, valid for large angular
deflections of the joints, which could be simu-
lated by standard analog or digital simulation
techniques.

This sinulation would include the dynamic
force-velocity characteristics of the muscles in
addition to the dynamics of the controlled object.
It would then be possible to investigate the de-
sign of control laws [29] which, when incorpora-
ted into the simulation, could be tested for
agreement with experimental data on human subjects
performing the same tasks. ’

In this paper, the derivation of the postur-
al control sysiem equations of motion has been
carried to the point where it clearly is advis-
able to utilize a digital computer to do the book-
keeping involved in the coordinate transformations
and the subsequent partial differentiation re-
quired by Lagrange's equations. Certainly the
possibility of ever extending the model to the

full number of degrees of freedom of the human
body would require such an organized "infallible”
approach. Computer techniques for assisting in
this problem are currently being investigated

in terms of the present problem.
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Subscript Convention

TR <> TRunk, CG thereof

TH +> THigh, CG thereof

SH «»  SHank, CG thereof

FT <>  Fool, C& thereof

HD <+  HeaD, CG thereof

UA <+ Upper Arm, CG thereof

FA <+ Fore Arm, CG thereof

H “«r Hip

K > Knee

A <~ Ankle

T <~ Toe

S < Shoulder

E <+ Elbow

N > Neck

List of Symbols

drr = Moment %f inertia of “trunk,
slug-ft '

JHD = Moment of inertia of head,
slug~ft

JUA = Moment Sf inertia of upper arm,
slug-ft

JFA = Moment %f inertia of fore arm
slug-ft

drh = Moment gf inertia of thigh,
slug-ft

J = Moment gf inertia of foot,

FT s]ug—ft%

MTR = Mass of trunk, slugs

MHD = Mass of head, S]ugs

MUA = Mass of upper arm, siugs

MFA = Mass of fore arm, slugs

MTH = Mass of thig?, slugs

MFT = Mass of foot, slugs



R
fua
“TH

SH

STRM
THom

A
LAy
T Hi
s hi
%M

¥as0

Xe1/0
XF1/A
Xs/0

Xs/TR
Xuas0
Xuass
XE/0

¥ea/0
Xease
Xp/0
LR

Xrr/0

Xu/1R
YH/0
X1H/0

XIH}H

Length'of trunk, ft

Léngth of upper arm, ft

vLength of thigh, ft

Length of shank, ft

Length of foot, ft

Distance from hip to trunk CG, ft
Distance from shoulder to head

cG, ft

Distance from shoulder to upper
arm CG, ft

Distance from elbow to fore arm
cG, ft

Distance from hip to thigh CG, ft
Distance from knee to éhank cG, Tt

Distance from ankle to foot, CG, ft

Absolute velocity of ankle CG
wrt origin, ft/sec

Absolute velocity of foot CG
wrt origin, ft/sec

Relative velocity of foot CG
wri ankle, ft/sec

Absclute velocity of shoulder
wrt origin, ft/sec )
Relative velocity of shoulder
wrt trunk CG, ft/sec

Absolute velocity of upper arm
CG wrt origin, ft/sec

Relative velocity of upper arm
CG wrt shouldar, ft/sec

Absolute velocity of elbow wrt
shoulder, ft/sec

Absolute velocity of fore arm CG
wrt origin, ft/sec

Relative velocity of fore arm CG
wrt elbow, ft/sec

Absolute velocity of head CG

wrt origin, ft/sec

Relative velocity of head CG

wrt shoulder, ft/sec

Absolute velocity of trunk CG
wrt origin, ft/sec

Relative velocity of hip wrt
trunk CG, ft/sec

Ahsalute velocity of hip wrt
origin, ft/sec

Absolute velocity of thigh CG
wrt origin, ft/sec

Relative velocity of thigh CG
wrt hip, ft/sec
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¥x/0
Yk/H
sh/o

Xsh/x

i

Absolute velocity of knee wrt
origin, ft/sec

Relative velocity of knée wrt
hip, ft/sec '

Abso?ute'veldcity of shank CG
wrt origin, ft/sec

Relative velacity of shank CG
wrt knee, ft/sec

Angle of trunk with respect to
vehicle, radians, positive CV

Angle of upper arm with respect
to trunk, radians, positive CCW

Angle of head with respect to
trunk, radians, positive CW

Angle of fore arm with respect to
upper arm, radians, positive CCH

Angle of thigh with respect to
trunk, radians, positive CCW

Angle of shank with respect to
thigh, radians, positive CCW

Angle of foot with respect to per-
pendicular to shank, radians, posi-
tive CW '

Horizontal displacement of trunk
€6, ft

Verticle displacement of trunk
cG, ft :

Unit vector in positive x direction

Uhit vector in positive y direction

Unit vector directed from hip to
trunk CG

Unit vector directed from hip to
thigh CG

" Unit vector directed from knee to

shank CG

Unit vector directed from ankle to
foot CG

Unit vector directed from shoulder
to head CG

Unit vector directed from shoulder
to upper arm CG

Unit vector directed from elbow to
fore arm CG

Unit vector in direction of in-
creasing

Unit vector in direction of in-
creasing y
Unit vector in direction of in-
creasing 8

Unit vector in direction of in-
creasing o



L
e

THD

= Unit vector in direction of in-
creasing 8

= Unit vector in direction of in-
.creasing e

= Unit vector in direction of in-
creasing ¢

= 'Potentia1 energy, slug-ft
= Potential energy of trunk, slug-ft

= Potential energy of thigh, slug-ft
= Potential. energy of shank, slug-ft
= Potential energy of foot, s]ug-ft'

= Potential energy of upper arm,
slug-ft ’

= Potential energy of fore arm,
slug-ft

= Potential energy of head, slug-ft

PO Constants in potential energy ex-
pression, slug-ft

= Kinetic energy, slug-ft
= Kinetic energy of trunk, slug-ft

= Kinetic energy of thigh, sTug—ft~
= Kinetic energy of shank, slug-ft
= Kinetic energy of foot, slug-ft

= Kinetic energy of upper am, sTug-ft

= Kinetic energy of fore arm, slug-ft
= Kinetic energy of head, slug-ft

= Gravitational acceleration,
32,18 ft/sec?

= Total system mass, s1ugs'
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APPENDIX II

FORMAC Source Program Generating the Equations

of Motion of the Seven Element Stick Man
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_ INPUT TO FORMAC PREPROCESSOR

~ DERTP: PROCEDURE OPTIONS (ALF)]

"’FQRMAL OPTIONS; ’ -

o T (VTRSO=DYX* X+ DV*MY) 3

’LrT(VHSOA LTRY*DTHTA* ULHf A+VTRSO) ;5

~ LET (VHSB=%VAL (VHSOR,UY,UTE*STN (THETA) ~UTHT A*”OG(?H“T 5}

. LET(VH s )
"LL?(VHQO““VAL(VUQQ UY HTR* CQS(T{F”A)+UTHTA‘SIN(TWV?§2))

)3

_ATOMIZF (VHSE) ;

I { =L THYH*DGANAX n”AHa+va30},

L“T(VTHSO
VAL (VTHSOR, ITHTA, UTW+<IN(P§%AA)~UCAﬂA cos (G

___LET(VTASA=TVAL (VTHSOR, 1 03 (GAMH
LBT(VTHSO EVhL(VTHSA,UTR,—UanCOS(G\ufA)*Uul%A *SIN (GANAA))

)

1))

"ATOMIZE (VIHSA);

T DT(VKSO'“VgL(VLKDO Lmr x))

LET(VSHSA”?VAL(VSHSOA gTH USH4COS( ) ~UBETA*SIN (RETA))) ;
;’,<

ETA
L“T(VSHQO EVA?(VSHS?,UPX 1A, -UEIT AXCOS (BET2AY ~USH*SIN (BETAY)) 3

A;0117E(VQH4A)'

ET(VR%O‘”V&L{VSH%D LSHY,LSH}};

j LvT(VF"eoa LFTH*DALFA*UALFA+VASO) ;

LET(V TSB“LVAL(V”TSDA USH,UALFASCOS({ALPHE) + UFT*SIN (ALPHA))) :

L“M(VVTSO EVAL(VFTSA,UBETA,-UFT*COS (ALPHA) +UALFAXSIN (ALPIHA)) ) ;

_ATOVMIZE (VFTSA);

wL"T(vss ~(LTR-LT Q,)vDTHTp*UmHTD+VTPSO)

- T(VSSA=EVAL (VSSOK, UK, UTR*STH (THE TP)-_TH”A*COS( THETA)) ) 3
T L“T(YSQO EVAL(VSSA,UY,UTR*COS (THETA) +UTHTAXSIN (THETR))) <

BATONIZE(VSSA) 3

L”T{V¥ASO?"U N*DBLT A*UDLT A+V550) §
T LET(VDASA=EVAL (VUASOA, UTHTA ,~UDLTA*COS (DELT A) “UUA%STH (DEL
Lv“{vuaqo “FVEL (VEESA, UTR, THLT x»QTM(DrLIA ~F;"CNS(DELTﬁ

~ ATOMIZE (VUASAY; & 3

LET (VESO=E VAL (VIASO, LORH, LIR)) X

iST(VFASOA~LFA!*EJPSY“ﬁT?SN+(VSO):

LET (VFASA=EVAL (VF2SO3,IDLTA,UEPSN*COS (EPSN) + UFA*SIN(EPSY)) ) 3

LEV(V“‘SO=-VPL(V“ASA UOR ,-UEDSN*SIN(EPSN) +UFA*COS {EPSHY V) 3

Am0ﬂ17t(v S%},

ET(VHDSOD—LFDﬁ *DZETA* U”ETA*VSSO):

LET(V DSA=EVAL(VHDSOR,UTR,UHD*COS (ZETA) ~UZETA*SIN (ZETA

1))
LET (VADSO= *VPL(VQDS“,GTHTA,~UHD*bII(ZETP)*UVFT**COS(JET

ATO&T?“{VFD%U

TTLET (T *2+ (1/72) *HATR* (COEBYF (VIRSO,UX) ¥¥2)) 5
T LET(TTR=T “?'?VTPSQ 0Y)%%2Y) ;s )
TTATONTZE (T19) e
~ ATOMIZE(V iaqo VESOA; VHSO) 3 : T
 LET(TTRI=DERIV(TTE,X)): , N T

LET (TTRZ=DERIV (TT2,Y));

LR (TTE3EDERIV(TE, THETA

'Lﬁ“(TrnL DERIV (TTR,GAYNA

 LET({TTRS=DERIV(TTR,BETA)

LET(TTva-DL IV{TTR,DFLTA

T(TT?T DE RIV(”T?,%LPH&

TLET (TTRY= DTDIV(T”R Z:TB

)
LPT(“T?1§ DERTV (TR, DY)
LET (TTRTT=DERIV(TTR, DY)}

LET | TT??? D"RIV(TTQ DT

qr
EET( 91? n;etvc A-,DPE%.
T‘

)
)
)
)
)
BT (TTRE=DERIV(TI®,ZPSN))
)
kY
A
a
7




e g g e e e 2

CLET(TTRI7=DERLV(TTR,DEPSH)) ;

LET (TTRTAR=DERIV(TTR,DZFTA}); -

T TLET(TTRICA=EEPLACE(TIRI0,DX,DX.(T)));
U LET(TTRITA=REPLACE(TTE11,DY,D{. (M) ;
 LET{TTRI12A=EEPLACE(TTR12,DTHTA,DTHTR, { : -
TLET(TTRI9=DERIV (TTR1CL,T)) s *“

STTTLET (TTR2CEDERIV (TTRITH,T) VS :
'—- - LFT(M“QZ‘[ DFRIV (TTRT’A m) )3 -
'“Am0ﬁ17L(TTv10A*TTP|13:i’57?§L= -

_j'KTGHiWFTTTﬁigmﬁTWiO ;TTR2T) 5 o

n ATOMTZE(TTE; TTP 1 TTRA; TTRI; TTEL; TTRS; TTRG; [ IRV LTRE{TTRIY i
o T ATOMIZF{TTRIO;TTRTTSTTRIZITTRIZ; TTR 1A, T¥”1%“ﬁ?ﬁﬁa;TTﬁﬁ7;TTR18); B
| LuT(T1H~(1/2f$3%FL(DTHTL~DJA1§§£¥?+(1/2{* TYy* (CORFF(VTHSG,UTH)y **2yy; —
~ LET(TTO=T1H+ (1/2) *UTH* (COEFF (VTHSO, TGAMAY**2) ) -
£ "NIZE(VTHSO YTHSOA) 3 ,
B O LET(TFHZ Dn?LV(V T Y)),
: T iET(TTH3E D«QIV("rﬁTTEETA}3; o
T ~ LET (TTOHM=DERIV (TTH,GANMA));
C LET (TTASEDERTV(TTH, BETA) ) 3
T L“T(T1U6 =DERIV(TTH,DELTA));
N T (TTH7=DERIV (TTH,ALPHA));
O T %“ m“PP WW”TV(m"d , TPSNY) 3
Cse T TTLET =) TH,7ETRYY :

. :

T T TLET B'RrDLACu(""Hiﬂ,C. WA GAMNA, (7Y, THETA, TOETA, (1)) ) 3 )

: LETYTTL A PDDL \CE (TTHTO], Dﬂiii'ﬁb MA, (7)Y, DX, DX, (Ty, DTHTA, DTHTA, {TV)) 3 B
s T TATOHTIZE( , —
o T LET(TTHIIE D“PIV(TTW oYYy : : ““

' KET}TTHTTXT BTN, G, GRWEA L (T), THETA, THETA, ()Y 1 3 .

i_ ; (qu11J,DCAU&,DGA“3.(T} DY, DY, {Ty,DTHTR, ﬁ*T';TITT)) T

i TH, PTHTR)},

i ’Ymr 1?u~' 'T‘ 1. MA,DGAMA, (T),DTHTA,DTHTA, {T))) 3
f? LBT(”T"12R REPLACE XTrﬁ?2A ulvﬁ’ GAMFAL (7Y, THETA, THETR. (T))) 3
. LET(TTHTZ2A=REPLACE (TTHT24,] Dx “X.(T) DY, BY. {TYY); , -

. ATOWIZE(TTHI2); )

L LET (TTH13=DERIV (TTH,DGAMA) ) ; . , T
S TTLET(TTH13A=REPLACE(TTHI3, DGAYA, DGAKA, (T), DTHTA, DTHTA, {(T) ,D4,DX., (D)) ;

. LET(TTHT3A=RIEPLACE (TTH132,GANML,GAM™A, (T}, THETA, THETA,. (T) ,DY,DY. {T})) 5

LT A?OVTZE(TTH1°}, .

C TTTTTTTLET (TTHYGEDERLY (TTH, DBETAY Y
o LE“{TTﬁ15 =DERIV (TTE,DDLTA)); T
T IET(TTHT6=DERIV (TTH,DALTAY);

ST ET(TTHTI—D”RIV(TTF:ﬁYPSN}}:

. — LET(TTH18= [, D7ZETZ)V - o
Lo TTTTTTLET (TTH10=Eé§fVTTTﬁ1EE“?T); B
L TTTTTTLET{(TTH2 OEDERIV (TTHT1R,TY Y “

o T TVT(WTHZI‘DEVIV(T“F12§ ™) ; - -
(. —  TLET(TTH22=DLRIV (TTH13%,T));:
i *11h?i?*TTT?T@”TTE?@““hﬁZ1~i H B

L T ATOMT ZE (TTH; TTHT; TTH2 TTH3 TTY T THASTTHIY 3 -
C ATO@I7E(TTHTO'TT311:TTH12:TTH13,TT?Tﬁ qu15;T 6T T 7 TTHISY 5 -
e LET(TSV-(1/2}*JSH¥(DTQ”’ IMEEDEETAY #%2) 3 ) - -
Lo LET(76H= (1/2) %NS H*(COE?‘X"Q&SO TSHY**2) Y3 “‘ -
s o Lht("SH—T5H+”’”*(?/7)*n 41”0 F(VSHSO,JBH-A)**Z))

[ N ATO{}TZE(T‘FV T‘6H) K3 -
.. & ATONIZ "?V@FSO,vxso-VSF" A }
s T TLET(TSHT=DERIV(TSY, XV Y3 —

4




Pl
Y

(I‘SPZ DERI_V {TsS9, YY)

. T(L%ﬂ?—ﬂﬁsxvxrsq,fﬂz
i LFT(mq (B =DERTV(TSH,GAN!

T )
GAMMAY)) S
_LET(TSHS= =DERIV{TSH,BETA) ) ;

’\
A
D TA) )i -
.. LET (TSHE=DERTIV (TSH,DELT2))

LT”‘(LS‘I7 =DERIV(TSH,ALDPHA

(. LET(TSHA=DERIV(ISH,EPSN)

}
)
)
))
}
}
)

oo co‘-’

LET(TSHQ-JERIV(Téﬁ)ZF*A)

LET(TS‘H"’ DERIV(TSH,DX})) s

(] TLRET(TSH10A= PBPanw(Tqﬁsc GANNA, GAWNMA, (T) , THETA, THITA, (T))) 3

LET(TSH10A=FEPLACE(TSH10A, n“?ﬁ“"””A.(l),ﬁFﬁﬂA DGAMA, (T)))

LET (TSHT0A=REDPLACE (FSH10 R, DBETA, DBETA, (T) , DX, bic( 7y, DTHTA,DTHTA, (T))) 3

Cr T ATORTZE(TSHI0) S
| LET(TSH11=DERTY (TSH, DY) 3

TLET(TSHI11A=REPLACE (TSH11,GA%“R, GAUMA, (T) , THSTE, THRTA, s

Vs _— —— e ST

¢ LET(TSHTT (TSH11A,,;TA_B'TA {7) ,DGAMA,DGANA, (T))) 3

CLET(TSATIA=REPLACE(TSHTTA, DUETA, DBET2, (T),DY, DY, (T), DTHTA,DTHTA, (T))) ;
ATOMIZE (TSHT1); , ~

(. T LET(TSH12=DERIV(TSH,DTHT -f}

| LET (TSH12A=PEPLACE (TSH12,GAU¥A, GAXNA, (T) ,BETA, BETA, (T))); ,

*  LET(TSH12A=REPLACE(TSH12A,DGAM2,DGANMA, (T) ,DBETA,DBETA, (T), (7)) 3
€. T LET(TSUT12A=REPLACE(TSHI2Z, THFT},¢H TA. (T) ,DY, Dv,gfi'ff"fA DT*TA (T))) s

g, P —— U

ATORIZE (TSH12);

TLET (TSHA3=DERIV(TSH,DGANA)) 3

C - LPT(T§313A -REPLACE(TSH13,BETA, PETA, (T) ,DBETX, DBETA. (T}, DX, DX, (T))) ;
i LET(T SdT?A—??ULAC*(TSH1?A,GAW‘E,CAMNE.(T3,THETA THETA, (T) ,DY,DY, (m)))

—_ LVT(’T‘QL{‘\BT\ ‘?“‘DL’&C“‘(‘T‘S‘%’R\ DTHTA, DTH TA, (T) ,DGAHNE, DGAMA,. T)y))s

T RTOMIZE(TSH13): - N

LET(TSHIG=DEFIV{TSH, DBVTB));

UA=REPTACE(TSH14,BETE, BETA, (T),DGAMA, DGAMA, (T), DX, D¥X. {(T))) ;

TSHIHA=REPLACE (TSH181A, Gh’”ﬁZSbMiA.(T),THLTﬁ THETA. {T) ,DY,DY. (T))) s
CLET(TSUTLA=RFPLACE (TSH14A,DTHTA,DTHTA. (T) ,DBETA, DBETB,(L))}.

~ ATOMIZT (TSH1L4):

i :i;;;ngT?“§H55 =DERIV(TSH,DDLTA)) 3
CLRT(TSB16=DERIV(TSH,DALFA));
© T LET(TSH17=DERIV(TSH,DEPSH))
¢  LET(TSH18=DERIV(TSH,DZET1));
~ LET{(TSH19=DERIV (TSH10A,T));
. ”“““iEr(:sq?n DERIV (TSHT1A,TY)
¢ . LET(TSH21=DERIV(TSH122,7)) 3
ST LR (TS HZZEDERIV(TSETIE, Ty ;
T TLET(TSH23= D“RIV{TSH1L“,T)):
T ATOFfZ“kT%Hia 1 TSH20; T;TSH22;TSH23) 3
g 9 S (TSH; TSHT: TSH2,Tbﬁ 3 TSHU TSHS; TSH6; TSH7; TSHS; TSHY) 3
T ATO"TJN(TSH1O TTSH1T:TSHT2 ’ﬁ?df TSH14; TSHIS; TSHI6, TSHIT;TSHTEY
7 TToPTS T(LINELENGTH= 737 GPTS RO (PRINT) T

i e

T LE?(T1T 7% Pj%jggﬁ?}fﬁsAu3+DBv¢§19§}§A)**2);

T(T2T= (1/2) *MFT*(COEFF (VFTSO,TALFA) ¥*2) )5

£, T LvT(“FT TIT+T27+ (1/2)*8FT* (COHFF (VFTSO,UFT) ¥%¥2)) 3

P ATOVTZF(VF‘TQO VFTS0A; VASO) ;5

L2 TATOHTZE (PA1T:T2TY

€ LET(TFTI=DERIV(TFT

S X
“ 1o LET(TFT2=DILRIV(TFT,V))
s LET(TFT3=DLRIV(TFT,THETA));
&+ LET(TPT4=DERIV(TFT,GRHMA));
7 LET(TFTS=DERIV(TFT,BETA));
* . LET(TFTE=DERIV(TFT,DFLTA}); )
. T LRT({TFI7EDERIV{TET, ALPHAY)
CTTTTTIET(TFTASDIRIV(TET, EPSEYY L ; o
. LET(TFTY=DERIV(TFT,ZETR)V; - S T




CLET(CPTICSDURIV(TFT, DYy - T
| LET(TFTTOA=REPLACE (TFT10,GANNA, GANMA, (F), THETA, THETAL (1)) ) 5
O TTTTTATON IZ R (TFT10) 3
""LVT(TV?1uA—DPnIrCE(“b“1ﬁi"§ ITA,BEYA, (T), ALPHA, ALDPHA, (T)) )
. _ LET(TPT10A=REPLACE (TFT1CR,DBETE, anxu.(v),WKLFP DALFA,(T))) 5 )
L TLET(TFTI10A=REPLACE (TFTI0A,DGANA,DGAMA, (T),DY Dx,( )y, DTHT X, DTHT A, {T)))
L T LET(TFTVISDERIV(TET, LYY -
= T LET(TFTTIASREPLACE (TFTTT, GATYA,GAMEA, (1), THETA, THETA  (T)))
O TRTOoETZR(TETIY s

~

; TTLET(TFTTAS QVPIAC“(??T11. RETR,1 » (T), ALPHA,ALPHA, (T))) 3
: : LET(T"W11A =RRPLACHE {(TFTTTR, Djﬁ‘ﬁ“)g TA Ty, UI‘F LDALFR (M) ) S
0 TTLET(TETYUAS RAPLACE (TFT 11X, DSANA, DGANA, (TY, DY, DY, (T), DTHTE, DTHTA. (T)])) ;
4 “‘“‘“’LWT(er12§D IV(T~T,DTHTP)), A
| LET(TFT12A=8EPI
LT ATONIZE(TRFTT2)
”“LET(TFV?ZA =REPLACE( T?ZA Dﬂlﬂl,DrAVh,(T) LOTHTA,DTATA, (TY)) 3
L LET (TFTT2A=9EDPLAC ( F“19A GAMMR, GANHA. (T),BETA, BETA, (1), DX,DY. (T))) s
QCJ : LET(T?T?2A~ DLACﬁ(frrxzﬁ‘AiﬁT' L ALDHA, (1Y, THETA, THETA, (T) ,DY,DY. (T)) ) ;

T(TFT13=DERIV(TFT, DGEYRY)

LEL(“?T1?& REPLACE(TFT13,PALFA, DALFA.(T) ,DBETA, DBETA. (T))) 5
 ATOMIZE(TFT13);

.

4‘1‘

 LET(TFT131= FDLACE (FFT133,DGANA, BEANAL (T ,DTHTA,DTHTA. (V) V : .
“o  LET(TFT13A=RFPLACE(TFT132, BDTA,B:TA,(r),pL?HA,AL?qf,(“ffﬁi,nX.(T)));
: {:  LET(TFT13A=FEPLACE(TFTT34,GRHYA GuzMA.(T),THBTX'THE?A,(T),DY,DY.(T)));
T LET(IFTIL= DFPIV(PFT DBETAY) B T
eo. _ LET(TFT14ASREPLACE (TFT14,DALFA, DALFE, (“) ﬁBrTA DBaTA,(T)))-
3; TTTATONIZE(TETINY :
cd ”“iET(T?Ti&A:@T?iKCB(”vmxaA ﬁ”a&p CGEAHA, (T),DTPTA DTHTA, (T}))
. LET(TFT1EA=REPLACE (TFT1UA,ALPHA,IIPHA, (T) ,BETA,BETA, (T} ,0X, DX, (T)) 3
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APPENDIX III

Calculation of the dielectric constant of a suspension

of symmetric ellipsoids in a simple shear flow.

Flow Analysis

In sheared suspensions at steady state in couette flows
the motion of ellipsoids has been mathematically described
by Jeffreys5 and experimentally verified by Mason.6’7'8
These descriptions give the motion in terms of the angles ¢
and A shown in Figure 1. If steady state is assumed, then
in rotational diffusion the probability density functions

for distribution in the angles ¢ and A are inversely pro-

portional to the angular velocity w of the particles. Hence

_ const
p(¢) = e
- _ const
P = T

Now given that the particle is orientated somewhere in the

field

2T

i
/f p(d)p (M) dedr = 1; (A1)
(@]

O
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the conductivity in a given direction may be then found as

T 27
Em = J{.U/ﬁ p(¢)p(k)Kmml(¢,A)d¢dA. (no sum) (A2)
o "o
If the particles are randomly distributed then p(¢) = %F

and p(A) = % . From geometry the angle 6, can be written in

3
terms of ¢ and A since

“cos? 9. = tanzk . (a3)
tan” ¢
Then
™ 27
K= K, + (K_-K )cos® © ] L1 déda (nd)
Y b a b 31 27w
o o ‘
K + K
= a b
e = T (83)

Given the random uniform dispersion of ellipsoids the
dielectric constant measured will be assumed to be E? given
by this equation. It should be noted that the dielectric
constant of a suspension of axially symmetric ellipsoids
which are uniformly dispersed at random orientations is the
average of the dielectric constaﬁt when aligned. This is
independent of whether they are oblate or prolate ellipsoids.
This average quantity which is easily measured can be used
for determining the shape of parficles and for estimating

Ka and Kb and hence the relative dimensions of particles.
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In a shear flow the particles are not randomly distributed
in orientation and do not rotate at a constant angular
velocity. The calculation of the dielectric constants then
requires a knowledge of the distribution.probabilities p(d)
and p(8). These probabilities can be calculated from Jeffreys
analysis by using the relation between the angles or orienta-

tion and the orbits constant C, for a particle.

Cr
e

(re? cosz¢ + sinch)l/2

tan ©

I

(A6)

Where Ty is the axis ratio of the ellipsoid of revolution.
The constant (C) of the orbit is determined by the angle at
which the axis of the ellipsoid is orientated to the plane
of shear ahd its distribution in a random dispersion would
be uniform. In a shear situation there is no theoretical
reason, in the limit of Stokes flow, that this will change.
The conductivity for a fixed orbit constant C may then be
calculated as follows:
If the effect of Brownian motion on the particle distribu-

tion is neglected, then in the steady state

_ const
p(¢) = “——ﬂ‘"
'~ const
plO) =<~

$2
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The angular velocity of particles in Couette shear flow
(derxived theoretically by Jeffreys using Stokes flow
approximations) may be expressed for the shear flow shown

in Figure 1 as:

G re2 - 1
Wog =7 —5 sin 262 sin 2¢ (A7a)
2 re” + 1
w¢ = ——§§—~— [irez c052 ¢ + sin2 ¢] (A7b)
re” 4+ 1

for a symmetrical ellipsoid. Using the condition from

Equation (Al) together'with Fquation (A7b) gives

, r,
p(¢) = (A8)

Zﬁ(re2 cosz¢ + sin2¢)

Let us first consider the dielectric constant in the le
direction (parallel to shear planes, pérpendicular to the
flow) .

From Equation (8b)

1 _ _ 2
K = K_ + (Ka»Kb) cos” ©

22 b 2

this can be expressed as a function of the angle ¢ by using

Equation (A6) expressed in the form:

cos 62 = 1 - (R9)
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Then for a fixed C the dielectric constant K 1 can be

11

expressed as

2'”

1 1
K22 = ,[ ple) X,," d¢
c 0

Integrating using p(¢) from Equation (38) gives:

1/2
1 1

K+ (K. - K.
22 b a b\ 1+ c?) o+ (cre)?

=
1

i

K+ (Ka - Kb) F (A10)

b 2°

The dielectric constant for a suspension with the orbits

(C) distributed with a probability distribution p(C) can be

found as
[+0]
i : 1
K,,~ = /p(C) L dac
0 C
= Kb + (Ka - Kb) F2 (A11)
where
F2 :/p(C) F2 dacC
0

Similarly the dielectric constant 'in the X% direction can

be found using the relations that



tan ¢ = re tan 5 (Al12)
and
tan A = Cre sin Z%E (A13)
Note: T is the period of revolution of a particle.
By solving for tan2 A in terms of tan2 )
tan2 A may be shown to be equal to
2 2
tan?) = (Crel fan ¢ (A14)
(Cre)” + tan” ¢
Now from geometry
2 2 2
0052 83 =.tan2 A C2 re 5 , (A15)
tan® ¢ (Cre)” + tan”™ ¢
then
1 _ _ 2
K33 = Kb + (Ka Kb) cos 63
2 2
=K + (K, - K)) (Czre) 5 (A16)
(Cre)” + tan”™ ¢
27
1 _ C2re2
K =K + (K, - K. p(¢) - d¢
33 b a b 2 2
(Cre)” + tan” ¢
C 0
(A17)
=K + (K. - K) =—=— and (al8)
b a b" 1 + C

1_ ~ | —C = - 7o
Ky3 = Ky + (K - Kp) fp(C) 7 ac = K, + (K, - K)F,

(A19)
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The dielectric constant in the Xll direction is found using

the relations

1 _ _ 2
Kll = K+ (Ka Kb) cos el .

From geometry

cos 61 = cos 62 tan A
Then using Equation (A9) for 62 and Equation (Al4) for tan A

27
Klll = Kb + (Ka—Kb) J/' {(rez—l)cosz¢+l][(Cre)zsin2¢]p(¢)d¢
C 0 [(Cre)2+(re2—l)c052¢+l][(Cre)z—l)cosz¢+l]
(A20)
Integrating with p(¢) from Equation (38) gives:
Z(Cre)2 r
K 1 = K+ (K -K ) e 3 H+ 1
ol B 2 " p2(cre) fx %411 [(cre) 2r1) (w-p] | (T7H2) 12
D+ 1
(A21)
(l_Dz)l/Z
k..M =k + (X - k) F
I b a b 1

C

where
- (Cre)2 - 1 _ re2 - 1
D= 2 P HE > 3
(Cre)”™ + 1 2(Cre)” + re” + 1

then
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T 1
Ky = fp(C) K1, dc .
0 C
" oo

SincefKa and K, are independent of C and ./~p(C) = 1

b
this may be written as 0
kK,.' =K + (K - K) Fo
11 b a b’ "1
where
[+e]
Fl‘E ~/~p(C) Fq dac . (A21a)
-0

The evaluation of the distribution p(C) of the orbit constant
for a suspension is next required to determine the dielectric
constant.  The parameter C may range from 0 to . C =0
corresponds to the symmetric axis of the ellipsoid being
perpendicular to the shear planes and C = « corresponds to
the symmetry axis of the ellipsoid rotating in the plane of
the flow which corresponds to the ellipsoid having the angle
62 = 90°,

No theoretical prediction of the distribution of C with
flow rate have been made. Two hypotheses have been proposed,
however.

1. Jeffreys assumed that the ellipsoids would evéntually

rotate in such a way as to minimize the energy disi-

-pation. This theory predicts that

p(C) = 1 for C.= 0

It

p(C) 0 for ¢ > 0
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/All the ellipsoids would be alligned with their
symmetrical axes perpendicular to the shear planes
i if a/b < 1 or.parallel to the shear planes if a/b > 1.
The conductivity with time across shear planes would
approach Ka with % <1 or Kb with % > 1 using this
assumption.
2. Eisenshitz9 assumed that P (C) remained the same

whether at rest or in motion, so that every orbital

constant C was equally probably.

The first assumption gives the results shown in Figure 3
curve (A). Since it has been‘demonstrated that Jeffrey's
hypotheses is not correct, we will assume a uniform distri-
bution of the orbitai constant (the Eisenschitz assumption).
In this case the probability that a particle axis is between

C =0 and C is

/2

p(C) = %~ [1 - cos 6, (¢)1 d¢ (A22)

Substituting Equation (A7) into Equation (A22) gives

m 2 :
'2— 1 - re > 1 Sinz ¢ 1/2
P(C) =1 - 2 re d¢ . (A23)
i 2 re® -1 2
0 1+ C - — 5 sin ¢
re
. ‘o . . . . - dp(C) .
Since the probability density distribution p(C) =~ is

needed, differentiation gives
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T 2 _ 1/2
{ 2 (1 -2 2 sin® ¢)
_ 2 C re
0 1 - - 5 5 sin® ¢ ¥
re“(1 + C%)

(nr24)

This equation is of the form of an elliptic integral if the
coefficients of the sin2 ¢ terms range between 0 and 1. For
re < 1 this is not true and a change in form must therefore

be made. First the numerator is expanded as:

T _ , .2 .\ 1/2

2 C re
P(C) = 2 — f a6
T 2,3/2 2 _ 372
(L + ¢} 0 _ ge 1 5 ain2 p
re® (1 + C™)
Changing the variable by letting ¢ = % - P gives:
v
2 z 2 2 . .1/2
_ 2 C re [1 - (1 - re™) sin” VY]
PO =g [(cre)? + 113/2 1 - re? 2 V2 w
0 1 - —5 sin® ¥
1 + (Cre)

(a25)

This is a complete elliptic integral of the second kind.
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pcy = 2 cre? 1 s |2, c 1 - re?\Y2
T [(cre)? + 113/2 1o 1~ re? \1/2 1+ c?
1 + (Cre)2
- 2 2 Cre E ™ c 1 - re2 1/2]
m [(Cre)? + 11(1 + c4)1/2 2 1+ c2

(A26)

The other case of interest, i.e., re > 1 are found directly

from Equation (A26) as:

p(C) = 2 Cre gl Cz(re'2 - 1) 1/2
B 2 2 -11/2 27 2
(1 + CT) [(Cre)”™ + 1] (Cre)”™ + 1

(r27)
There are two cases where these integrals can be expressed as

simple closed solutions.

1. The first is the case where re = 1. This corresponds

to a sphere (Hydrodynamically). For this case
C
P(C) = (A28)
(1 + C2)3/2

2. For the second case re = © (an infinitely long rod).

2

(1 + CZ) (A29)

The factors Fi are then calculated using the probability
distributions with Equations (Al1l1), (Al9) and (A2la). The

results are shown plotted in Figure 3.
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I. SUMMARY

The purpose of this research was to determine the error cost func-
tional used by human operators while controlling low order compensatory
control systems. The systems investigated were limited to those cases
where the model of the forward loop of the control system -- including
human operator and controlled element —- was satisfactorily represented
by the McRuef crossovér model; This forward loop model consists entirely
of a gain K, a time-delay 7, and a single integration. This simple model
is applicable for'aifairlyﬁwide rarige of low-order controlled elements,

It was showﬁ fhaf‘ whén the crossover model is applicéble, tﬁe two
- model parameters, K:and T, are effectively adjusted to minimize the cost

1

functionai

J=e20) + adt(e)
with the constraint

1 = BK, 0.01 < B < 0.12’second32°

e2 is the mean squared control system error and 02 is the mean squared
value of control effort. B is inversely proportional to a subject's
closed loop bandwidth, and thus varies between subjects, and even within
the same subject at various stages of training. For a given control

system, o is a constant that doesn't change either between subjects or



with subject practice. However, o does change with the type of system
being controlled and becomes smalier as the control task becomes more
difficult,

The conclusion is drawn that all subjects optimiie the same cost
functional when given the same control task. They perform differently,
however, due to their varying abilities in processing high frequency
signals. The subjects penalize control effort to a greater extent on

easier tasks, than on harder tasks.



II. FINAL REPORT

A. Introduction

Since the start of World War II interest in manual control systems
has been rapidly increasing [1]. A considerable amount of the research
done in this area has been aimed at determining the characteristics_of
the human operator while he is functioning as the controller in a basic
compensatory control task [2]. Inlthis type of task the operator is
placed into a control system described by the block diagram in Figure 1.
The signal N(t)'is Gaussian white noise, and the input filter is low
pass with a cut-off frequency Qf 1 to 4 radians per second. The con-
trolled element, Yo(s), is of low order, usually second or less.

Thrbugh {he efforts of many different researchers, and by such
diversg experimental techniques as random input describing functions
[3]1, parameter trackiﬁg [4,5]; and orthogonal filtering [6], several
facts pertaining to the human Qperétor have been verified. One of the
more important of these.findings, ana one which is directly related to
the reseaféh being reported, involves the human operator's describing
functign. For'lbw order controlled elements (second or less), the
human operétor adjusts his mode of'operation so that the entire forward

loop of the compensatory system has the form [7]

60 - KS—TS
— (8) = —— .
e s

1t appears that whenever the system characteristics are changed, the’
human operator immediately changes his describing function so that the

forward-loop describing function retains the form given above. The
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magnitudes of K and 1 depend upon ei(t), the controlled element, and
the subject being tested.

This simplé forward-loop model, called the "crossover model" by
McRuer et. al. [71, fits the human operator describing function data
extremely well over that portion of the frequency spectrum wﬁere input
povwer ig éignificant, and in the region whére the absolute magnitude of
the forward-loop describing funcfion is unity. Since this latter région
mainly determines closed-loop response, the glosed—loop crossover model
is a very realistic approximation to the compensatory system.

in 1967 Jackson [8] published the results of a parameter tracking
study that indicated the coﬁbenSatory control system of Figure 1 could
be adequately modeled by the‘approximate'crossovér model of Figure 2.
In this study the ?arameters K and 1 were directly measured, and were
found to change in definité patterns as a function of‘input badﬁwidth,

subject practice, and order of the comtrolled element [9].

B. >Purpose of the Present Research

- In pre-test oriéntation, the sﬁbjects_to be tested in a compensatory
control task are simplyjtold to "keep the error e(t) as small as possible
“at all times." The quesfion investigated in this research was: Exactly
what cost,fuﬁctional is the human trying to minimize when he "keeps the
error as small as possible?" It is natural to assume that he is optimum
in some sense, or at least trying to be. fhe present research is intended
to determine this optimizing functional, and to determine how this fune-
tional can be used in both the mathematical description of the human

operator's control actions, and in manual control system design.
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Figure 2 Approximate Croisso\/er Model of The Compensatory System



There appear to be few results in the literature that are directly

related to this probiem.

(1) McRuer, et. al. [6,10] have postulated that the human minimiz=s
the mean squared error subject to stability constraints on the
compensatory control system. However, the constraints are
given verbally in very general terms so that no mathematical
form for the minimizing functional and associated constraints
is given.

(2) It has been shown [11] that for Gaussian input systems when
the mean squared error is minimized several other error scores
are élso minimized, indicating that the determination of a
unique minimizing functional is probably not possible.

(3j Systems Techﬂoiogy, Inc. (STi) recently published a summary
of new te;hniques which they hope to use in determining the
functional, which.shows why fhe form of the croséover.model is
used by the operator [12].

The'presenf resegrch is diffefent from thé STI approach in that it

is assumeaifrdm'the'start that the abproximate crossover model is a

good compensatory system model. .(In fact, the only cases analyzed were
those in which the‘approximate crossover model had proven to be excep-
tionally good.) The optimal policy sought was that policy which explained:
why particular subjects adjust the K and 1 parameters to the values they
do; why K and 1 change with input bandﬁidth; why K and t differ between
subjects; and why K. and t change with practice.

The data used in this analysis are from previous tests outlined in

detail in reference [8].



C. A Unique Property of K and 7.

In the parameter tracking tests reported in reference [8], the K
and 1T paramaters of the model of Figure 2 were directly measured. This
was done for six subjects: three controlling a 5/s element and three
controlling a 5/s2 element. In each case input filter time constants of
1, 1/2, and 1/4 seconds were all used, and K and 1 values determined
for each conditién during each day of training.

One important property of these data, which was not discussed in
the previbus analysis, is that in the cases where fhe approximate cross-
o;er mo&el was exceptionally goodé, K and 1 are highly correlated. This
correlation exists at a given test conditién, between subjects and even
for the same subject on different days during the training period.

In Tebles 1 and 2 in the Appendix the daily average values of K and
T are giveﬁ.for each subject at each of the test conditions where the

approximate crossover model was exceptionally good. These test condition-

are
(1) YC(S)I?IS/s, T =1 second,
(2) YC(S) 5 5/s, T = 1/2 second,
(3) Y (s) = 5/52, T = 1 second.

In Figure 3 the data points for these conditions are plotted along with
the linear regression line for each condition. The correlation coeffi-

cients are also given in the figureu

*"Exceptionally good" is taken to be those cases where the power in the
error between model output and compensatory system output is less than
10% of the power out of the compensatory system. The Power Match [8]
is thus > 90%. This indicates that the model is accurate and that the
human operator is fairly linear.
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[/ It is important to re-emphasize at this point that K and © are
linearly related, in spite of the fact that the daté involves different
sﬁbjects and various intervals in each subject's training period.

In the remainder of this report it will be shown that the correls-
tion existing between K and 1 can be attributed to an apparent paramsater
optimization of the approximate crossover model. It will be shown that
when K and 1 of the model are adjusted to minimize a realistic perfor-
mance index at a given test cqnditioﬁ, the optimum values of K and t fail

on egsentially the same linear regression lines as found in Figure 3.

D. Development of an Optimal Policy

When the Compensatory'portion of Figure 1 is replaced by the approx-
imate crossover quel of Figure 2, the normglized mean squared control
system error (NMSE) for‘the model is as shown in Figﬁres 4 and'S for
input filter time éonstants of 1 andyl/Q seconds, respectively. Each
set of_éurﬁes hastMSE as a function df Kwith 1 as a parameter. Super-
_imposed on eééh of these sets of curves is the location of the associated
K-T regression line fﬁom Figure 3. From a casual study of Figures 4 and 5
it is not evident that the subjects have adjﬁsted K and 1 to optimize

'NMSE in any recognizable manner.

To account for the correlation existing in the experimental values

of K and T, tﬂree postﬁlates are develqped°

Rationale for Postulate 1: At any stage of training, each subject

undoubtedly has the capability of operating the closed loop compensatory
éystem at some maximum bandwidth. Further, the closedvloop bandwidth can

be approximated by the natural frequency of the compensatory system.

10.
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This approximation is reasonable since the input power at frequencies
above the natural frequency is extremely low [8]. In terms of the cross-

over model the closed loop natural frequency, A is

If it is assumed that each subject runs the compensatory system at his
maximum bandwidth, and that this maximum is fixed during a given interval

of his training, then

3§-= constant = B = Bandwidth in radians/second.

or

Under the conditions assuméd, Equation (1) can be considered-as a con-

straint on any optimal adjustment of the parameters'K and 1 which might
be taking place. It should be emphasized that "8" in Equation (1) will
lbe different for different subjects, and different for the same subject
during various intervals of his training period. Eﬁperically, B can be

determined to be in the range 0.01 < g < 0.12 secondsQo

Postulate 1: Any parameter optimization of the approximate crossover
model (compensatory control system) is constrained by Equation (1):
T = BK, 0.01 < B < 0.12. B is fixed for a given subject, at a given

point in training, on a given tracking task.

13.



Rationale for Postulate 2: A general performance index in optimal

control theory, and one that seems intuitively reasonable for the human
operator, involves the combination of control system error and contrci

effort. Using the notation of Figure 1, one form of this index is

te
J = ES lim %:—L—f [ez(t) + acQ(t) dt]
tfem f pt
or
J = 92 + ac2 (2)

: . . e 2,
where E {+} is the statistical average, e” is the mean squared value

Yo

of the tracking error, e(t), and c2 is the mean squared value of the

contralled variable, c(t). o is a constant.

Postulate 2: The performance index being minimized by the human operator

is Equatién (2): J = e2 + ucz .

'Postuiéﬁe 3: The control strategy of fhe human operator while controli-
ling one of the elements discuésed in Section C is a two-step process
consisting of:
(1) Forcing the compénsatory system into the form of the approximate
crossover ﬁodel,

(2) Minimizing the performance index

via a parameter adjustment that is constrained by the relation

T = BK.
It should be noted that part (1) of Postulate 3 has already been proven,

while part (2) has not.

14,



E. Analysis of the Postulated Strategy

To evaluate the oﬁtimal strategy posfulated above, énd.to determine
the value of a for each test condition, a digital computer program wa:z
developed to generate J for the appr&ximate crossover model. This was
done for the following conditions:

5/s and T = 1 second.

1!

Condition 1: Yc(s)

3]

Condition 2: Yc(s) 5/s and T = 1/2 second.

In these cases the transfer function relatiﬂg c(t) to e(t) must be
so that the entire forward loop remains as the approximate crossover
model.

Condition 3 Yc(s) = 5/s2 and T = 1 second.

Here,

-C"(S) : KS(Q/T - S')
e : 5(2/1 + s) °

so the approximate crossover model is retained. Figures 6a and 6b show
the compensatory system models for the three conditions.
In terms of the blqék diagramé of Figure 6, the performance .Index

can be reduced to the following integral forms.

—— e—

J=e2+occ

jco 0 2 2
1 i e
o= 4( TT'(S) ET-(S) @NN(S) ds
e *
+ o ‘{ —i-(s) S ()| o (s) ds
N 6. - NN c .
~Je 1

15.
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(a) Y (s) =2
%(t) + e(t)| KsG-9) | ) | & ()
. 52 + ) s

5
(b) YC(S) =';§

Figure 6 Compensatory System Models for Two Controlled Elements
~ Based on Approximate Crossover Model
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QNﬁ(jw) is the power spectral density of the signal N(t). Assuming

@ﬁN(jw) =1, |
1 3 1 2 s(2/t1 + s) 2
U= o f 31|32 ds
J (Ts + 1) s+ (2/1 - K)s + 2K/t
_joo
j= 2 2
+a -f l 3 2 KS/S(Q/T - S) ds (3)
) 1 (Ts + 1) s” + (2/t - K)s + 2K/«
~je
when Yc(s) = &/s (Conditions'l‘and 2), and
. joo’ .
J = % 1 2. s(2/1 + 8) 2 a
T o2mg ‘f 3 2 s
v (Ts + 1) s“ + (271 - K)s + 2K/t
e
Joo 1 2 2 2
+‘a':f -_"~l"“7§ | Ks' /5(2/T - ) ds (u)
- Z [(Ts + 1) s+ (2/1 - X)s + 2K/1
‘rjo"

when Yd(S) 5/s2 (Cohdition 3): These equations were also normalized
by dividing gy ;iiat k =.0. The normalization factor happens to be
3/16T in all cases, under the assumﬁtion that N(t) is a white noise
source with uni%y powef level. The solution of these equations was
accomplished by use of tabulated soiutions of Parseval's Theorem [137,
under the constraint, T ; SK.

A programmed search of the solutions to Equations (3) and (&) was
made in the following manner. With a, B and T fixed, ?22 J was determined.
This was done for various values of a, 8 and T in order to find that value
of o which, for a given Yc(s) and T, would yield K and t values equivalent
to those present on the subject regression lines in Figure 3. If the

postulated strategy is correct, and if all subjects are minimizing the

same functional at a given test condition, then the optimum values of K

17.



and T should fall on the regression lines of Figure 3, regardless of the
value to which B ig fixed. This was indeed shown to be the case.

. The presults of the computer analysis may be summarized as follows:

For Condition 1: Yé(s)'= 5/s and T = 1 second, a = 2.5,

——

The §in J with J = e2 + 2.5c2 and T
ST

BK, where B is any fixed value
0.01 < B < 0.08, occurs at values of K and t which fall essentialily on

the subject's Yc(s) = 5/s, T = 1 regression line of Figure 3,

For Copndition 2: Yc(s) = 5/gs and T = 1/2 second, a = 0.25,

The min J with J = e2 + 0.2502 and 1 = BK, where B is any fixed value
R : .
0.01 < B < 0.08, occurs at values of K and 1 which fall essentially on

the subject's Yc(s) = 5/8; T = 1/2 regression line of Figure 3.

- For Condition 3: -Yc(s) = 5/52 and T = 1 second, o = C.

T
e

The ?in J with J = e2 and 1 = BK, where B is any fixed value 0.07 < B <
RaT . ’ -

0,12, occuré:af values of X and'T which fall essentially on the subject's
Yc(s) = 5/32, T = 1 vegression line of Figure 3.

The optimum values of K and T for several values of B are given in
Figures 7, 8 and 9 for Conditions 1, 2 and 3, respectively. These
figures indicate the strong relationship between the K-1 regression lines

of Pigure 3 and the optimum K-t values derived from the postulated per-

formance index.

F. Conclusions and Extensions

Conclusions
il
From the data summarized in Figures 7-9 several tentative conclusions

can be drawn.

18.
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(1) Thé postulated optimum strategy yields crossover model para-
meters which are in close agreement with the data obtained from
six subjects and two controlled elements which were available
for analysis. Thus, the hypothesis that subjects in compensa%cry
control systems essentially minimize the perfqrmance.indéx‘

g = ;§-+ azﬁffor their associated crossover model, under tﬁe
éonstraint T = BK, appears valid and warrants further experimahtal
_analysis.
(2) For a givén test condition a unique value of a in the perfo§~
manée index Jd = ;§.+ &;§.exists wﬁich is the same for all
~;sﬁbjects. The B's in thejconstraint T = BK, however,»vary
between éubjects. The conclusion can-be drawn that all subjects
-minimize the same pefformanée index, but arrive at different
]pafameter values due to the subject's varying abilities in

'"confrdlling higher frequency components;

(35 Tesf_Condifions 1, 2 and 3bare érranged in order of increasing
. ta$k-difficulty. The value of o shows a definite tendency to
._ﬁecrease as faék difficulty increases. This iﬁplies that

‘subjects penalize coptfol éffort'ﬁore on easier tasks than~{hey
“do for hafder taéké) They cén "keeﬁ the érror'smali" and still
conserve control energy.When the task is easy. prever,'aé
v tﬁe'task beéoﬁes harder this is not true, and theyithus trade
off control effort in févér of peduging fhe system error, wﬁicﬁ‘”'

is the assigned task.

22,



Extensions:
| (1) Since only six subjects were used in obtaining the experimental
Vdafa from which the postﬁlates were drawn and evaluafed,_saverdl
additional subjects should be run to see if their model coef-
ficients fall on the same regression lines as found for the
first subjects. This extensiop has been-st‘arted5 and is making
extensive use of both the equipment purchased under this gr--arﬁ.:3

and Oakland University's new Hybrid computer facility..

(2) If tﬁe postulates are.correct, the»changes in the values of K
 and T'for a given traine@ subject, due té.small variations in
{hé spectrnm &fithé inpﬁtfsigﬂal, should be prédictableo An
in%éreétiné.area of réseérch would be to see if this pgediction

can indeed be made.

23.
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H. Appendix

Sdﬁed:haddngDmﬁ

Each K and 1 value in the following tables was determined by aversag-
ing over those K-t values determined in 5 two-minute tracking tasks.
These experimental tests are discussed at length in references [8,9].

Table 1

Yc(s? = 5/s

Input Filter

_ .Day of ‘Time Constant K -1 T

Subject No. Training (Seconds) (seconds ™) (seconds)

1 2 1.0 4.92 0,240

2 0.5 3.63 0.221

L 1.0 5.23 0.2i0

y 0.5 4,61 0.234

6 1.0 5.52 0.215

6 0.5 5.08 0.20%

8 1.0 . 6.55 0,194

B 0.5 5.70 0.158

10 1.0 6.79 0.198

A\ 10 0.5 6.05 0.206

2 2 1.0 4,95 0.245

2 0.5 4,24 0.231

u- 1.0 6.10 0.216

Y 0.5 5.75 0.206

6 . 1.0 6.61 0.210

6 0.5 6.30 0.205

8 1.0 7.28 0,172

8 0.5 6.39 0.192

10 1.0 6.31 0.202

A4 10 0.5 6.62 0.188

3 -2 ‘1.0 ©3.93 0.282

2 - 0.5 3.01 0.249

i 1.0 4,42 10.281

4y 0.5 3.33 0.2u6

6 1.0 4,25 - 0.266

6 0.5 3.75 0.233

8 1.0 4.50 0.253

8 0.5 4,45 0.234

10 1.0 4,54 0.273

A\ 4 10 0.5 3.83 ° 0:225
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Table 2

Yc(s) = 5/s2

Input Filter

‘ Day of Time Constant K -1 T
Subject No. Training (Seconds) (seconds ) (secords)

4 3 1.0 3.32 0.392

5 4.12 0.347

7 3.90 0.353

A4 -9 \\4 4.80 0.301

5 3 1.0 L.19 0.365

5 4,30 0.367

7 b, 1n 0.357

\'4 .9 N/ 4.65 0.329

6 3 1.0 3.56 0.384

5 L.03 0.369

7 4,10 0.373

‘ S

b6y 0.325
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III.  GRANT ACTIVITIES

Publication:. The results of this research will be submitted fof presen-
tatign at the 6th Annual Manual Control Conference to be held in March
1970. Affer the extensions to this re§earch have been completed, the
material will be submitted for publication in the IEEE Transactions on

Man-Machine Systems.
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